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Preface
Currently, we are moving from a stage in which conviction of the efficacy and suitabili-

ty of the use of Information and Communication Technologies (ICT) is needed, to another stage, 
where it seems that platforms become obsolete, algorithms and machine learning surpass us, 
and where more technological advances are pursued with a correct and efficient development 
of the human being, who is the last recipient of the benefits we hope said technological devel-
opments will bring.

This is where Artificial Intelligence (AI) comes into play, assisting in decision-making, 
streamlining productivity, transforming our way of communicating, not only between human be-
ings but also in our interaction with virtual assistants, bots and other technological expressions, 
revolutionizing the way of doing business, making complex logistical processes more efficient 
and predicting particular consumer needs, innovating in the automation of all kinds of land, air 
and maritime vehicles, among many other expressions of a technology that has acquired the 
ability to learn by itself by collecting and processing data under specific guidelines. All of this 
imposes on us, legal scholars, the very transcendent premise of encircling the scope of these 
technologies to the protective mantle of ethics and responsibility, placing the human being at 
the center of their interests and purposes.

In a future society, in the short or medium term, we must incorporate the advantages 
of complementing the benefits that artificial intelligence brings with human intelligence, thus 
creating technologies characterized by a correct symbiosis that takes advantage of all capabil-
ities. People, through their Human Intelligence (HI), and AI bring different abilities and strengths. 
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The real question is: How can human intelligence work with artificial intelligence to produce 
augmented intelligence?

We are not talking about competition, but about balance (AI/HI) as a primal goal that 
we should focus on if we really want to plan a future society with correct, satisfactory and, 
therefore, happy levels of progress.

Unfortunately, the history of humankind tells innumerable examples in which the use 
(and even the development) of various technologies has been motivated by purposes other 
than the virtue and flourishing of our species. As scientific advances make more and more pow-
erful tools available to us, it is imperative to understand their magnitude and effects, in case they 
are be misused. Updating and reforming the legal framework in a robust and serious manner to 
prevent the enormous potential of using artificial intelligence for the destruction and annihilation 
of the human being is an imperative of the highest order.

Our author, Jimena Sofía Viveros Álvarez, not only raises these convincing premises 
for their validity, but goes further by exposing, in this contribution, the dilemma of accountability 
regarding autonomous weapons systems, the most advanced technology and at the same 
time, the most dangerous for the human species.

She does not present an apocalyptic vision, on the contrary, she presents a positive 
vision that contributes to the development of effective algorithms only if the human being, who 
will always be behind them, has the skills not to instruct and repeat inappropriate patterns.

Pablo Pruneda Gross

Nuria González Martín

Coordinator and Member 
Specialized Research Group on Artificial Intelligence and Law (LIDIA) 
Legal Research Institute - National Autonomous University of Mexico
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Introduction
…the first ultra-intelligent machine is the 
last invention that man need ever make, 
provided that the machine is docile enough 
to tell us how to keep it under control.1

Throughout history, the development stages of humanity have been defined by the 
tools and technology employed and relied upon by our species, from the discovery of fire to 
electricity, from the wheel to skyrockets, from script to computer coding, from spears to nuclear 
weapons.

In our modern landscape, it is common in legal debates to dwell upon the legality of 
emerging technological developments.

However, now these debates are taking a completely different spin since we are 
discussing situations in which human judgment could be replaced or overcome by choices 
derived from computer coding.

Thus, we are at a crossroads, faced with the most significant, and perhaps the last, 
invention of mankind - Artificial Intelligence (AI).

1	 Irving John Good, Speculations Concerning the First Ultra-Intelligent Machine, Academic Press Inc., New York, at 
33 (1965).
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These discussions are significantly different in nature since they require a higher level 

of specialized technical understanding, ethical awareness, and legal knowledge in order to 
properly comprehend the ramifications of this new technology. Hence, it is with good reason 
this is a multifaceted, inter and transdisciplinary widely controversial topic.

Moreover, this debate becomes particularly relevant in the context of armed conflicts 
because international humanitarian law accepts that during wartime there will be lawful death, 
destruction and largescale deployment of weapons to that end.

Therefore, it is imperative that we, as a society, analyze and discuss the factual and 
legal implications of the growing development of artificial intelligence technologies for bellicose 
purposes, in particular, Autonomous Weapons Systems (AWS).2

The analysis I present in this Article is aimed at evincing the legal void for the use of 
such technologies in the current legal order, viewed from the lens of international humanitarian 
law and international criminal law.

The purpose of the aforementioned is to call upon all relevant actors and stakehold-
ers to take an active part in the debate leading to the normative and conceptual reforms neces-
sary to bridge the unsustainable accountability gap this legal lacuna gives rise to.

2	 Also known as lethal autonomous weapons “LAWS”.
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Section I: Contextualization

In this section the author will provide some contextualization of the AI and AWS de-
bate by offering some conceptual guidance on the terms and technologies subject matter to 
this article. Please bear in mind that this is a legal article and does not intend to be authorita-
tive on the scientific or purely technical aspects of these terms, for most of them are not even 
conclusively defined by the leading experts in these fields, and because the exponential rate at 
which they evolve renders them to be of the most fluid nature.

Let us begin with a semantic examination of the relevant notions for this study:

The English word artificial, derived from the Latin artificialis, is equivalent to the terms 
factitious, synthetic, fake, unnatural - a thing that is artificial is man-made or constructed by 
humans, usually to appear like a thing that is natural.3

On the other hand, the word intelligence is more difficult to define. Intelligence is 
broadly explained as ‘the ability to learn, understand, and make judgments or have opinions 
that are based on reason’ or simply as ‘thinking ability’.4 However, this notion is still contest-

3	 ‘Artificial, adj’, Cambridge Dictionary, available at: <https://dictionary.cambridge.org/us/dictionary/english/artifi 
cial> accessed 2 July 2020.

4	 ‘Intelligence, n’, Cambridge Dictionary, available at: <https://dictionary.cambridge.org/us/dictionary/english/intelli 
gence> accessed 2 July 2020.
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ed amongst psychologists as some of them relate it to the human intellect and thus limited 
to the cognitive brain. Therefore, this notion would traditionally be linked to the human con-
dition.

For Stephen Hawking, “intelligence is the ability to adapt to change”.5 This quote 
serves us as a good bridge for the next -compound- concept, Artificial intelligence.

There is no consensus on a universal definition of this concept as it is continuously 
challenged and refined by amongst the leading experts in the field.6 The only definitive and 
agreed upon aspect about AI is that it is a very disruptive technology.

As a research field, the name Artificial Intelligence was decided upon during a work-
shop at Dartmouth College in 1956, where a group of remarkable scientists gathered for an 
8-week brainstorming session on the conception of “Machines that think”.7

5	 Stephen Hawking stated this at his graduation from Oxford University, as cited in: The Telegraph, Professor Ste-
phen Hawking: 13 of his most inspirational quotes, London, (8 January 2016) available at: <www.telegraph.co.uk/
news/science/stephen-hawking/12088816/Professor-Stephen-Hawking-13-of-his-most-inspirational-quotes.
html> accessed 2 July 2020.

6	 Matthew U. Scherer, Regulating Artificial Intelligence Systems, Risks, Challenges, Competencies and Strategies, 
29 Harv. J. L. & Tech, at 353, 359-62 (2016) [hereinafter: Scherer, Regulating AI].

7	 Giovanni Sileno, History of AI, Current Trends, Prospective Trajectories, Winter Academy on Artificial Intelligence 
and International Law, Asser Institute (2021); Sileno mentions the group of ~20 remarkable scientist and engi-
neers, who were at the Dartmouth workshop in 1956 including: John McCarty (LISP language, situation calcu-
lus, non-monotonic logics) Marvin Minsky (frames, perceptron, society of minds), Herbert Simon (logic theorist, 
general problem solver, bounded rationality), Allen Newell (logic theorist, general problem solver, the knowledge 
level), Ray Solomonoff (father of algorithmic probability, algorithmic information theory), Arthur Lee Samuel (first 
machine learning algorithm for checkers), W. Ross Ashby (pioneer in cybernetics, law of requisite variety), 
Claude Shannon (father of information theory) and John Nash (father of game theory) [hereinafter: Sileno, History 
of AI].
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Broadly speaking, it can be understood to be the use of computer systems to carry 
out tasks previously requiring human intelligence, cognition or reasoning.8 It is a category of 
research meant to develop systems that are able to solve problems or achieve goals in different 
degrees of difficulty by reasoning, i.e., by imitating human problem-solving abilities, in some 
cases including the ability to learn from experience and therefore improve the machine’s abilities 
without any human intervention,9 and that is designed to act as a rational agent.10

In this respect, the Organization for Economic Cooperation for Development (OECD) 
has dictated five basic principles for regulating AI —lato sensu— in a general agreement docu-
ment signed by 42 Member States:11

 – AI should benefit people and the planet, driving inclusive growth, sustainable 
development and well-being.

 – AI systems should be designed with respect for the law, human rights, demo-
cratic values and diversity, as well as including safeguards that allow human 
intervention.

 – AI systems should be transparent, and there must be a clear understanding of 
how they work.

 – AI must operate in a stable and secure manner throughout their existence and 
that the potential risks can be assessed continuously.

8	 ‘Artificial Intelligence, n’, Cambridge Dictionary, available at: <https://dictionary.cambridge.org/us/dictionary/engli 
sh/artificial-intelligence> accessed 2 July 2020.

9	 Igor Kononenko & Matjaz Kukar, Machine Learning and Data Mining: Introduction to Principles and Algorithms, at 
38 (2007); see also Scherer, Regulating AI, supra note 6, at 361.

10	Stuart Russell & Peter Norvig, Artificial Intelligence - A Modern Approach, at 4-5 (3rd ed. 2010) [hereinafter: Rus-
sell & Norvig, AI-A Modern Approach].

11	Organization for Economic Cooperation and Development (OECD), OECD principles on AI, available at: <https://
www.oecd.org/going-digital/ai/principles/> accessed 5 July 2020.
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 – It is required that organizations and individuals that develop, distribute or operate 

AI systems are responsible for the proper functioning in line with the above-men-
tioned principles.

Nonetheless, the potential of this technology is very wide in scope, therefore it is 
necessary to make a distinction between the different types of AI:12

 – Artificial narrow intelligence (ANI) has a narrow range of abilities and is the AI that 
is most prevalent in our world today. It is programmed to perform a specific task 
extremely well.

 – Artificial general intelligence (AGI) is on par with human capabilities. This techno-
logy hasn’t been achieved – yet. The purpose of AGI is to think, understand, and 
act in a way that is indistinguishable from that of a human in any given situation. 
Noticeably, the aim of many projects related to AI is that these systems can 
adapt to different situations and operate without human control. What scientists 
are missing at this point is a way to make machines conscious by programming 
a full set of cognitive abilities that until now are known only to humans.

 – Artificial superintelligence (ASI) is even more capable than a human. It is inten-
ded to outperform our abilities and thus surpass the limitations of our species. It 
is super-powerful and self-aware beyond the human sense. This embodies the 
evolution of this field, on which the theory of “singularity” is based, meaning that 
one day machines will be smart enough to program and improve themselves 
until they become independent from their human creators.

On the one hand, some technoskeptics believe that this scenario is far-fetched, on 
the other, Google’s inventor, Ray Kurzweil’s predicts that the “singularity” will occur in the year 

12	Brodie O’Carroll, What are the 3 types of AI? A Guide to Narrow, General, and Super Artificial Intelligence, Code-
bots (2017) available at: <https://codebots.com/artificial-intelligence/the-3-types-of-ai-is-the-third-even-possi 
ble> accessed 5 July 2020.
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2045 with the creation of a self-conscious AI that will be one billion times more powerful than 
all human brains.13

The avenue to achieve this is through a technology called machine learning, a con-
cept that was already introduced in the 1940s by mathematician Alan Turing and developed 
through his Imitation Game which defined an operational standard for intelligence, known as the 
“Turing Test”,14 which became the basis of the AI we currently know.15

In essence, machine learning is a process that enables artificial systems to improve 
from experience,16 enables machines to adapt to new environments, and to act in a manner 
that will result in achieving the assigned goal regardless of unforeseen obstacles and with no 
explicit direction from their programmer.17

Ideally, machine learning would become a solution in order to more efficiently, effec-
tively, and accurately tackle unpredictability, without receiving orders from the programmer.18

13	AI Business, Ray Kurzweil Predicts that the singularity will take place in 2045, (2017) available at: <https://aibusi 
ness.com/document.asp?doc_id=760200> accessed 5 July 2020.

14	Russell & Norvig, AI-A Modern Approach, supra note 10, at 16-17, 1021.
15	Id., at 16-17.
16	Sileno, History of AI, supra note 7.
17	Russell & Norvig, AI-A Modern Approach, supra note 10, at 693; Carry Coglianese & David Lehr, Regulating by 

Robot: Administrative Decision Making in the Machine-Learning Era, SSRN, Georgetown Law Journal, at 1156 
(2017) [hereinafter: Coglianese & Lehr, Regulating by Robot]; Michael L. Rich, Machine Learning, Automated 
Suspicion Algorithms, and the Fourth Amendment, 164 U. PA. L. Rev. at 871, 875 (2015-2016) [hereinafter: Rich, 
Machine Learning].

18	Russell & Norvig, AI-A Modern Approach, supra note 10, at 693; Coglianese & Lehr, Regulating by Robot, supra 
note 17, at 1156; Rich, Machine Learning, supra note 17, at 875.
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On the other hand, deep learning is a subfield of machine learning concerned with 

algorithms inspired by the structure and function of the brain called artificial neural networks.19 
It relies on a hierarchy of representation learning, producing different levels of abstraction.20 
Basically, it is an expansion of machine learning onto multiplied layers, thereby assimilating an 
exponential amount of data.

These technologies have a remarkable asymmetrical advantage over humans given 
that they can accrue knowledge from potentially infinite databases, and in turn leave us with a 
very limited understanding of their capabilities.

Accordingly, there is a huge caveat derived from machine learning and deep learn-
ing that must be properly taken into consideration, one that could be referred to as a “known 
unknown”. This is no other than the decision-making process a.k.a., “the black box”. The rea-
son for this is that, unlike human linear decision-making processes, artificial decision-making 
processes are too perplexing for us to understand because the machine itself creates its own 
algorithms, and as such, these processes constitute the black box.21

This means that regardless of its original “set up” it is the program itself that decides 
upon the proper weight to ascribe to each element it perceives.22

19	Jason Brownlee, What is deep learning?, (2019) available at: <https://machinelearningmastery.com/what-is-
deep-learning/> accessed 4 February 2021.

20	 Ian Goodfellow, Yoshua Bengio and Aaron Courville, Deep Learning, MIT Press (2016).
21	W. Nicholson II Price, Black-Box Medicine, 28 Harvard Journal of Law & Technology at 419, 432-34 (2014-2015); 

Rich, Machine Learning, supra note 17, at 886 [hereinafter: Price, Black-Box Medicine].
22	Coglianese & Lehr, Regulating by Robot, supra note 17, at 1156. They say, “we cannot really know what precise 

characteristics any machine-learning algorithm is keying in on”.

Esta obra forma parte del acervo de la Biblioteca Jurídica Virtual del Instituto de Investigaciones Jurídicas de la UNAM 
https://www.juridicas.unam.mx/ 
https://biblio.juridicas.unam.mx/bjv

https://revistas.juridicas.unam.mx/ Libro completo en 
https://tinyurl.com/bb4zekcj

DR © 2021. Universidad Nacional Autónoma de México, 
Instituto de Investigaciones Jurídicas



17

s
e

r
ie

 o
pi

ni
on

es
 té

cn
ic

as
 s

ob
re

 te
m

as
 d

e 
re

le
va

nc
ia

 n
ac

io
na

l /
 4

1

In addition, the programmer does not know what rule, or even which specific charac-
teristics, were utilized by the machine in yielding a certain conclusion, nor can the programmer 
deconstruct the inferences or trackback the decision processes that were applied.23

To illustrate, a utility function that is programmed to mitigate or avoid human suffering 
can decide to kill instead of injuring a person – since people do not suffer when they are dead.24

In other words, the programmer controls the input introduced to the program in its 
learning phase, she provides optimization guidelines for the interpretation of these inputs (what 
is known as the utility function) and is privy to the output the program extrapolated - but for all 
other purposes, the artificial entity is considered to be a black box that yields no intuitive nor 
causal explanation for its actions.25

In sum, the use of machine learning and deep learning programs must always con-
form with the full awareness that it entails the inherent risk that there is no way to predict, un-
derstand or audit a specific decision concluded by the AI in terms that are understandable to 
humans.26

23	Id.
24	For more examples see Ryan Calo, Robotics and the Lessons of Cyberlaw, 103 California Law Review at 542-43 

(2015) [hereinafter: Calo, Robotics and the Lessons of Cyberlaw].
25	Liron Shilo, When Turing Met Grotius AI, Indeterminism, and Responsibility, SSRN, at 14 (2018) [hereinafter: Shilo, 

When Turing Met Grotius].
26	Id., at 11-12, 18-19. For more on the Black-Box see Price, Black-Box Medicine, supra note 21, at 432-437; 442-

467. He explains the pros and cons of black-boxes in the context of medicine; Rich, Machine Learning, supra 
note 17, at 886, 923-24. He describes the trade-off between conceding to the use of algorithms that have black 
boxes but are highly accurate in their predictions, and concluding that despite the favorable accuracy in prediction, 
the black boxes should be more transparent for the sake of analyzing the 4th amendment implication of the use 
of such algorithms.
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In order to digest these concepts, the following quote comes to mind:

As we know, there are known knowns; there are things we know we know. We also 
know there are known unknowns; that is to say we know there are some things we 
do not know. But there are also unknown unknowns— the ones we don’t know 
we don’t know.27

Autonomous Weapon Systems (AWS)

It is notable that the underlying technology of Artificial Intelligence has the potential 
to accommodate both civilian and military uses. This section focuses on the second domain 
which applications could include intelligence, surveillance and reconnaissance (ISR), naviga-
tion, multi-domain command and control, missile defense, cyber defense, information manipu-
lation, target recognition and weapons development.28

The latter weapon systems are completely sui generis and give birth to a de jure and 
de facto category of their own.

The incumbent are highly sophisticated entities that are able to mimic human deci-
sion-making abilities in order to execute a variety of tasks without any human intervention.29 

27	Response from Donald Rumsfeld to a question from the US Department of Defense during a press conference in 
February 2002, available at: <https://archive.defense.gov/Transcripts/Transcript.aspx?TranscriptID=2636> ac-
cessed 7 July 2020.

28	Hitoshi Nasu, Artificial Intelligence and the Obligation to Respect and to Ensure Respect for International Humani-
tarian Law, Exeter Centre for International Law, at 5 (2019).

29	See Michael N. Schmitt, Autonomous Weapon Systems and International Humanitarian Law: A Reply to the Crit-
ics, Harvard National Security Journal Features, at 4 (2013) [hereinafter: Schmitt, AWS and IHL]; Kenneth Ander-
son et al., Adapting the Law of Armed Conflict to Autonomous Weapon Systems, 90 International Legal Studies, 
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Also known as lethal autonomous weapons systems (LAWS), these entities are designed to 
actively initiate and make lethal decisions rather than merely acting as defensive and/or reactive 
systems.30

As such, this category of entities is not currently defined in our legal order given the 
predominant and novel feature of their autonomous nature on the cognitive and decision-mak-
ing levels. That is why, it is paramount to remember that although they may be weaponized, 
they should not be examined or defined merely as weapons, as they are much more than that.

Upon careful observation, one realizes that these entities are neither weapons, con-
ventional platforms, nor moral agents tantamount to humans for legal purposes. That being 
said, they are often referred to as the first, on occasion as the second, and frequently treated 
as the third.31

Naturally this is another concept that lacks definitional consensus within the field, and 
which discretional margin ranges enormously. On one end of the spectrum, an AWS is consid-
ered as an automated component of an existing weapon, and on the other, as a platform that 
is itself capable of sensing, learning, and launching attacks.32

at 386 (2014); see Philip Alston, Interim report of the Special Rapporteur on Extrajudicial, Summary or Arbitrary 
Executions, 18, U.N. Human R. Comm., U.N. Doc. A/65/321 (23 August 2010); Ian Kerr and Katie Szilagyi, 
Asleep at the switch? How Killer Robots Become a Force Multiplier of Military Necessity, 333 (2016); Orna Ben 
Naftali and Zvi Triger, The Human Conditioning: International Law and Science Fiction, 14 Law, Culture And The 
Humanities, at 38 (2016).

30	Shilo, When Turing Met Grotius, supra note 25, at 2.
31	Id., at 15.
32	Dustin A. Lewis, Gabriella Blum & Naz K. Modirzadeh, War-Algorithm Accountability, HLS PILAC, at 5 (2016) 

[hereinafter: Lewis et al., War-Algorithm].
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Relatedly, and in an effort to simplify —yet broaden— the concept, Harvard University 

scholars have introduced the term “war algorithms”, defined as any algorithm that is expressed 
in computer code, that is effectuated through a constructed system, and that is capable of 
operating in the context of armed conflict. These systems include self-learning architectures 
that are at the center of the most heated debates about the perceived replacement of human 
judgment with algorithmically-derived choices.33

As explained above, the fact that these choices might be difficult for humans to antic-
ipate or unpack vis-á-vis the prospect of them being autonomous as well as able to physically 
act upon the world, definitely confronts the concepts of law as we know them.34

Consequently, they challenge fundamental and interrelated notions of public inter-
national law, international humanitarian law, international criminal law and related accountabil-
ity frameworks. Those concepts include attribution, control, foreseeability, and reconstructa-
bility.35

Understandably, the American scientist Max Tegmark calls the shift into autonomy 
“the third revolution of weapons”, after the invention of gunpowder in the thirteenth century and 
that of nuclear arms in the twentieth century.36

33	Id., at 10.
34	Calo, Robotics and the Lessons of Cyberlaw, supra note 24, at 542.
35	Lewis et al., War-Algorithm, supra note 32, at 77.
36	Max Tegmark, Life 3.0: Being Human in the Age of Artificial Intelligence, New York (2017).
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Autonomy

At this point it is important to zoom in and focus on two key aspects of this new cat-
egory – autonomy and decision-making.

Given the fact that our societies are increasingly more interconnected every day, it is 
relatively simple to carry out not only traditional cyberattacks, but cyber kinetic attacks. These 
are virtual assaults that have tangible consequences on the physical world resulting in the 
causation of damage, injury or death solely through the exploitation of vulnerable information 
systems and processes. Basically, this means using the cyberspace to inflict physical damage 
on nuclear power plants, water facilities, oil pipelines, factories, hospitals, banks, transit sys-
tems and apartment structures.37 The attacker can be located in a safe, far removed location 
while remotely taking a toll on human lives and destabilizing national or foreign governments by 
targeting critical infrastructure - all that is required is an internet connection.

Albeit how dangerous this notion is on its face alone, it is noteworthy that this is 
known to be a human controlled, operated and directed kind of warfare - in principle.

Yet, what we currently conceive as battlespace38 is becoming gradually, but progres-
sively, human-free, both in practice and in theory. It is easy to understand the reason for this 
since machines have an advantage over humans given the fact that they can execute tasks 
quicker, more precisely and cheaper than if they were performed by us.

Theoretically, us humans are still in charge of when to start a war, against whom it 
will be fought, (jus ad bellum) which weapons, means, and methods would be used, and what 

37	Naveen Goud, What is a Cyber Kinetic Attack? available at: <https://www.cybersecurity-insiders.com/what-is-a-
cyber-kinetic-attack/> accessed 20 July 2020.

38	Formerly known as ‘battlefield’, as will be explained in Section II: International Humanitarian Law Considerations.
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objectives are to be achieved (jus in bello). However, on a tactical level, machines are becoming 
the “micro-managers” and the executors of how to achieve these goals. They will increasingly 
decide who, what and when to attack. In a nutshell, this is what’s known as battlespace auto-
mation.39

The question we must ask ourselves at this point is – can we allow for these deci-
sions to be legally (and ethically) delegated to machines?

Moreover, it is only a matter of time before this battlespace automation makes its way 
into the next level – becoming autonomous.

The International Committee of the Red Cross (ICRC) is the humanitarian organization 
mandated to safeguard the Geneva Conventions, and it has stated that it is not opposed to 
new technologies of warfare per se.40

In all cases, any new technology of warfare must be used, and must be capable of 
being used, in compliance with existing rules of international humanitarian law - this is a min-
imum requirement. Nonetheless, the unique characteristics of new technologies of warfare 
such as AWS, the intended and expected circumstances of their use, and their foreseeable 
humanitarian consequences raise questions of whether existing rules are sufficient or need to 
be clarified or supplemented, in light of their foreseeable impact.41

39	Shilo, When Turing Met Grotius, supra note 25, at 1.
40	 International Committee of the Red Cross (ICRC), Artificial intelligence and machine learning in armed conflict: A 

human-centered approach, Geneva, at 1 (6 June 2019) [hereinafter: ICRC, AI and machine learning in armed 
conflict].

41	 ICRC, International Humanitarian Law and the Challenges of Contemporary Armed Conflicts, report for the 32nd 
International Conference of the Red Cross and Red Crescent, Geneva, at 38-47 (October 2015).

Esta obra forma parte del acervo de la Biblioteca Jurídica Virtual del Instituto de Investigaciones Jurídicas de la UNAM 
https://www.juridicas.unam.mx/ 
https://biblio.juridicas.unam.mx/bjv

https://revistas.juridicas.unam.mx/ Libro completo en 
https://tinyurl.com/bb4zekcj

DR © 2021. Universidad Nacional Autónoma de México, 
Instituto de Investigaciones Jurídicas



23

s
e

r
ie

 o
pi

ni
on

es
 té

cn
ic

as
 s

ob
re

 te
m

as
 d

e 
re

le
va

nc
ia

 n
ac

io
na

l /
 4

1

Granted, certain military technologies – such as those enabling greater precision 
in attacks – may assist conflict parties in minimizing the humanitarian consequences of war. 
However, as with any new technology of warfare their lawfulness depends on the way they are 
used in practice.

For the ICRC, a significant application is the use of AI and machine learning tools to 
control physical military hardware, in particular, the increasing number of unmanned robotic 
systems – in the air, on land and at sea – with a wide-range of sizes and functions. AI and ma-
chine learning may enable increasing autonomy in these robotic platforms, whether armed or 
unarmed, and controlling the whole system or in specific functions – such as flight, navigation, 
surveillance or even targeting.42

The organization is also interested in the application of AI and machine learning to the 
development of cyber weapons as “digital autonomous weapons”, for they are expected to 
change the nature of both, the cyberdefense and cyberattack capabilities, increasing the scale, 
and changing the nature and severity of attacks.43

Naturally, a recurrent concern amongst scholars is that their autonomous nature cre-
ates a responsibility gap44 – mainly derived from the black box – which would negate any moral 
culpability of human actors who took part in their creation, utilization or deployment. It is clear 
that the questions regarding attribution of responsibility are paramount because the fact that 

42	 ICRC, AI and machine learning in armed conflict, supra note 40, at 3.
43	Brundage, M. et al., The Malicious Use of Artificial Intelligence: Forecasting, Prevention, and Mitigation, (2018); 

United Nations Institute for Disarmament Research (UNIDIR), The Weaponization of Increasingly Autonomous 
Technologies: Autonomous Weapon Systems and Cyber Operations, UNIDIR, 2017.

44	Davison, N., Autonomous weapon systems under international humanitarian law, in Perspectives on Lethal Auton-
omous Weapon Systems, United Nations Office for Disarmament Affairs (UNODA) Occasional Papers No. 30, at 
16 (2016) [hereinafter: Davison, AWS under IHL].
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someone may be held responsible for deviating from the agreed upon rules, is a sine qua non 
condition of fighting a just war.45

Decision Makers?

Perhaps the broadest and most far-reaching application is the use of AI and machine 
learning for decision-making purposes, by enabling widespread collection and analysis of data 
sources to identify people or objects, assessment of patterns of life or behavior, making rec-
ommendations for military strategy and operations, or making predictions about future actions 
or situations.46

These automated decision-making systems are effectively an expansion of intelli-
gence, surveillance and reconnaissance tools, using AI and machine learning to automate the 
analysis of large data sets to provide “advice” to humans in the making of particular decisions, 
and increasingly, to automate both the analysis and the subsequent initiation of a decision and/
or action by the system.47 Relevant AI and machine-learning applications include pattern rec-
ognition, natural language processing and image, facial and behavior recognition. The ICRC’s 
concern revolves around the fact that the possible use of these systems is extremely broad and 
may include decisions about who or what to attack and when,48 about who to detain and for 

45	See Robert Sparrow, Killer Robots, 24 Journal of Applied Philosophy, at 62, 67 (2007) [hereinafter: Sparrow, Killer 
Robots].

46	 ICRC, AI and machine learning in armed conflict, supra note 40, at 4.
47	Id.
48	USA, Implementing International Humanitarian Law in the Use of Autonomy in Weapon Systems, Working Paper, 

Convention on Prohibitions or Restrictions on the Use of Certain Conventional Weapons, which May be Deemed 
to be Excessively Injurious or to Have Indiscriminate Effects (CCW) Group of Governmental Experts, March 2019.
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how long,49 about military strategy – even on the use of nuclear weapons50 – as well as those 
regarding specific operations, such as attempts to predict or pre-empt adversaries.51

It is precisely this concern that has led to copious heated arguments about the role of 
decision-making in war, and who is better situated to make life-and-death decisions—humans 
or machines. However, this is a nearly theological question because in the case of a machine, 
it is not technically clear that it can always comply with IHL or the rules it was programmed to 
follow, whereas a human can deliberately decide not to respect IHL.52

In any case, there is also significant disagreement over the cost/benefit analysis that 
might result from distancing human combatants from the battlefield and whether the potential 
life-saving benefits of AWS are outweighed by the risks inherent to the fact that war also be-
comes, in a practical sense, easier to conduct53 and thus leading to an increased vulnerability 
of civilian populations.

Proponents of this technology argue that AI and machine learning-based deci-
sion-support systems may enable better decisions by humans in the manner in which they 
conduct hostilities and that these will comply with international humanitarian law. They say this 

49	Ashley Deeks, Predicting Enemies, Virginia Public Law and Legal Theory Research Paper No. 2018-21, at 1549-
1554 (2018).

50	Boulanin, V., (ed.), The Impact of Artificial Intelligence on Strategic Stability and Nuclear Risk. Vol. 1, Euro-Atlantic 
Perspectives, Stockholm International Peace Research Institute (SIPRI) (2019).

51	Hill, S., and Marsan, N., Artificial Intelligence and Accountability: A Multinational Legal Perspective, Big Data and 
Artificial Intelligence for Military Decision Making, Meeting Proceedings STO-MP-IST-160, NATO, (2018).

52	Marco Sassóli, Autonomous Weapons and International Humanitarian Law: Advantages, Open Technical Ques-
tions and Legal Issues to be Clarified, 90 International Law Studies, U.S. Naval War College, at 310 (2014) [here-
inafter: Sassóli, Autonomous Weapons and IHL].

53	Lewis et al., War-Algorithm, supra note 32, at 8.
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will consequently minimize risks for civilians by facilitating faster and more widespread collection 
and analysis of information.

However, the ICRC is rightly reminded of the black box problem explained earlier - the 
fact that the same algorithmically generated analyses might likely also facilitate worse decisions, 
violations of international humanitarian law and exacerbate risks for civilians, especially given the 
current limitations of the technology, such as unpredictability, lack of explainability and biases. 
From a humanitarian perspective, this is a chief concern since they pose risks of injury or death 
to persons or destruction of objects, and because these decisions are governed by the lex 
specialis of international humanitarian law.54

54	 ICRC, AI and machine learning in armed conflict, supra note 40, at 7.
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Section II: International Humanitarian 
Law Considerations

International Humanitarian Law (IHL), also called the law of armed conflict or the laws 
of war, is the branch of international law that regulates the conduct of hostilities in an armed 
conflict. Pursuant to the principle of equality of belligerents, IHL binds all parties to an armed con-
flict, including non-state armed groups.55

IHL, also known as jus in bello, applies independently from any considerations con-
cerning the lawfulness to use force, jus ad bellum. The separation between the application of 
these two legal regimes is necessary for both humanitarian and practical reasons. It is a recur-
rent feature in armed conflicts that at least one of the parties will disagree on who resorted to 
force unlawfully or whose cause is just. Irrespective of which party is “right”, there are civilians 
on all sides of a conflict that need to be ensured the same levels of protection. Hence, IHL 
strives to limit the effects of armed conflicts - on the one hand, it provides for the protection of 
those who are not (or no longer) participating in hostilities, such as civilians, the wounded, sick 
and shipwrecked or prisoners of war, and on the other hand, IHL limits the means and methods 
of warfare, i.e., the weapons and tactics that may be used.

55	Jan K. Kleffner, The Applicability of International Humanitarian Law to Organized Armed Groups, 93, International 
Review of the Red Cross, at 443 (2011).
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In addition to customary law, the main corpus juris that governs the conduct of hos-

tilities are the four Geneva Conventions and its three Additional Protocols.

At this point it is important to zoom out and recognize the dramatic transformation in 
the nature of armed conflicts - from the times when these Conventions were originally drafted 
in 1949, right in the aftermath of WWII, where the actors, combatants, battlefields, weapons 
and tactics employed were significantly different to those prevalent today.

Although these Conventions safeguard very important core principles that are still 
extremely relevant to the conduct of hostilities nowadays (such as proportionality, distinction, 
military necessity and humanity), it is undeniable that these were drafted envisioning very differ-
ent factual scenarios. Nowadays armed conflicts are mostly unconventional, non-international, 
irregular, and asymmetrical.

The greatest shift has occurred in the notion of ‘the battlefield’, which is a term used 
to describe a place or ground in which a war is or was fought.56 At present, the evolution of the 
conduct of hostilities has led to it now being referred to as battlespace.

In what now seems as “ancient” warfare, there were only two battlefield domains, 
land and sea. The third domain, air, came into play after the Wright Brothers’ invention of the 
airplane and its proven advantageous military use during World War I, and the fourth, outer 
space, became relevant following the launch of the first satellite, Sputnik I, and of the first in-
tercontinental ballistic missile, the R-7 Semyorka - both were accomplishments of the former 
Soviet Union in 1957 during the Cold War.57

56	‘Battlefield, n’, Cambridge Dictionary, available at: <https://dictionary.cambridge.org/us/dictionary/english/battle 
field> accessed 2 August 2020.

57	The Strategist, Why the fifth domain is different, Australian Strategic Policy Institute (2019) available at: <https://
www.aspistrategist.org.au/why-the-fifth-domain-is-different/> accessed 2 August 2020 [hereinafter: The Strate-
gist, Why the fifth domain is different].
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In 2010, The Economist declared that “warfare has entered the fifth domain: cyber-
space”.58 One year later the US Defense Department officially incorporated cyber as a new 
domain into its planning, doctrine, resourcing and operations and paved the way for NATO to 
also acknowledge cyberspace as an operational domain in 2016.59 Subsequently, in recent 
years there has been some talk about a sixth domain, some proponents put forth that it could 
be the electromagnetic spectrum itself or, more frightening, the human mind.60

It is clear that these technologically derived developments would have been impossi-
ble to foresee or predict in 1949 by the drafters of the Geneva Conventions. Accordingly, it can 
be conceded that new concepts must be introduced into the laws of war - especially in light 
of such disruptive technologies as AI and AWS. It is necessary to do so in order to adequately 
regulate the contemporary gamut of armed conflicts and to fulfill its purpose of securing effec-
tive protection to civilians from unnecessary suffering.

AWS under IHL

First of all, as a framework matter, States parties to the Geneva Conventions of 1949 
have a general obligation to undertake to respect and to ensure respect for the Convention 
and take measures necessary for the suppression of all acts contrary to the provisions of the 

58	The Economist, War in the fifth domain, (1 July 2010) available at: <https://www.economist.com/briefing/ 
2010/07/01/war-in-the-fifth-domain> accessed 2 August 2020.

59	United States Department of Defense Strategy for Operating in Cyberspace, July 2011; see also Michael N. 
Schmitt, Tallinn manual on the international law applicable to cyber warfare, NATO Cooperative Cyber Defence 
Centre of Excellence, Cambridge University Press (2013).

60	The Strategist, Why the fifth domain is different, supra note 57.

Esta obra forma parte del acervo de la Biblioteca Jurídica Virtual del Instituto de Investigaciones Jurídicas de la UNAM 
https://www.juridicas.unam.mx/ 
https://biblio.juridicas.unam.mx/bjv

https://revistas.juridicas.unam.mx/ Libro completo en 
https://tinyurl.com/bb4zekcj

DR © 2021. Universidad Nacional Autónoma de México, 
Instituto de Investigaciones Jurídicas



30

s
e

r
ie

 o
pi

ni
on

es
 té

cn
ic

as
 s

ob
re

 te
m

as
 d

e 
re

le
va

nc
ia

 n
ac

io
na

l /
 4

1
Conventions other than grave breaches.61 This obligation represents the nucleus for a system 
of collective responsibility62 for it counts amongst the means available to ensure compliance 
with the Conventions.63

This is a general, non-reciprocal obligation that applies in all circumstances - there-
fore it extends also during peacetime64 - and that includes both the negative obligations of 
refraining from participating in any way in the violation of an IHL norm65 and the positive obli-
gations of undertaking all feasible measures to comply with the regime.66 The scope of these 
obligations covers measures for compliance of all persons under its authority and jurisdiction, 
of the population as a whole, and other states and non-state actors.67

61	Geneva Conventions of 1949, Geneva Convention on Wounded and Sick in Armed Forces in the field, at art. 49 
[hereinafter: GC I]; Geneva Convention on Wounded and Shipwrecked of Armed Forces at Sea, at art. 50 [here-
inafter: GC II]; Geneva Convention on Prisoners of War, at art. 129 [hereinafter: GC III]; Geneva Convention on the 
Protection of Civilians, at art. 146 [hereinafter: GC IV].

62	Laurence Boisson de Chazournes and Luigi Condorelli, Common Article 1 of the Geneva Conventions Revisited: 
Protecting Collective Interests, 82 IRRC, at 67, 68 (2000).

63	 ICRC, Commentary on the First Geneva Convention: Convention (I) For the Amelioration of the Condition of the 
Wounded and Sick in Armed Forces in the Field, 2nd ed, at 121, (2016) [hereinafter: ICRC, Commentary on 
the 1st GC].

64	Id., at 127-129.
65	 International Court of Justice (ICJ), Military and Paramilitary Activities in and against Nicaragua, Merits, Judgment, 

at 220, 255 (1986).
66	See Robin Geiß, The Obligation to Respect and Ensure Respect for the Conventions, in Andrew Clapham, Paola 

Gaeta and Marco Sassòli (eds), The 1949 Geneva Conventions: A Commentary, Oxford University Press, at 117-
20 and 130-2 (2015).

67	Compare e.g., ICRC, Commentary on the 1st GC, supra note 63, at 155-6, with Frits Kalshoven, The Undertaking 
to Respect and Ensure Respect in All Circumstances: From Tiny Seed to Ripening Fruit, 2 Yearbook of Internation-
al Humanitarian Law 3 (1999).
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Nature of AWS

For any legal expert, the first step to conduct an IHL analysis is to identify the relevant 
rule to be applied in a particular context.

A crucial issue to begin with is to discern whether under IHL, AWS are considered 
a weapon (or a weapon system) or if they should be classified as something else, such as a 
combatant. The author shares the most common view which gravitates toward classifying them 
as weapons,68 however, the prospect that an AWS may be considered a combatant where, 
for instance, the focus is on the system’s decision-making capability has been also seriously 
discussed amongst experts.69

The U.S. Department of Defense Law of War Working Group adopts a slightly differ-
ent approach by making a distinction between the terms “weapon” and “weapon systems”.70 
The former refers to “all arms, munitions, materiel, instruments, mechanisms, or devices that 
have an intended effect of injuring, damaging, destroying or disabling personnel or property,” 
while the latter is more broadly conceived to include “the weapon itself and those components 
required for its operation, including new, advanced or emerging technologies.”71

Nevertheless, for some scholars “the capacity for autonomous decision-making 
pushes these technologically advanced systems to the boundary of the notion of ‘combatant’.” 

68	On the conflation between weapons and “means and methods of warfare,” at least in the context of Article 36 
Additional Protocol I to the Geneva Conventions of 1949 (API) weapons reviews, see Hin-Yan Liu, Categorization 
and Legality of Autonomous and Remote Weapons Systems, 94 International Review of the Red Cross at 627, 
636 (2012) [hereinafter: Liu, Categorization and Legality of AWS].

69	Shilo, When Turing Met Grotius, supra note 25, at 8, 20.
70	Liu, Categorization and Legality of AWS, supra note 68, at 635.
71	Id., at 627, 635-6.
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The German military manual provides that “combatants are persons who may take a direct part 
in hostilities, i.e., participate in the use of a weapon or a weapon-system in an indispensable 
function.” This text raises yet another question, on the manner and implications of differentiating 
a ‘weapon’ from a ‘weapons system’.”72

In this line of thought, one cannot argue that AWS are merely weapons (objects) yet 
attempt to test them against legal standards such as proportionality and distinction since these 
serve to examine the reasonableness of actions conducted by combatants and commanders 
(humans) in the battlespace.

Unless one accepts that these entities are in the same category as moral agents or 
humans, these principles are not applicable to AWS, as they are not applicable to other weap-
ons, means, or methods of warfare.

In essence, at the heart of the debate is the fact that on the one hand, their purpose 
is to participate in combat and kill, and as such it is ostensibly congruent with the definition of a 
weapon, yet on the other hand, their nature, as an artificial decision maker that may or may not 
be equipped with conventional weapons, is not congruent with the legal norms we know today. 
Hence, there is effectively an absence of a threshold classification and it is thus unclear which 
would be the applicable law to them.

In my view, the most accurate approximation of their sui generis nature is that they 
must remain considered as a weapon in the theoretical plane, yet in practice, they can act as 
some sort of “humanoid”.73

72	Id.
73	Shilo, When Turing Met Grotius, supra note 25, at 18.
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Legality of AWS Per Se

Supposing, arguendo, that AWS are considered as a weapon would lead to an 
analysis of its legality pursuant to Articles 35 and 36 of Additional Protocol I to the Geneva 
Conventions (API).74

Article 35 lays down the basic limitations on the choice and employment of weapons, 
means and methods of warfare and Article 36 requires countries to perform weapon review on 
any new weapon, mean or method they intend to use.

With respect to the former, in general terms under IHL a weapon or its use may be 
considered unlawful under two sets of circumstances.75

First, the weapon may be considered unlawful per se, i.e., in and of itself, either be-
cause the weapon has been expressly prohibited in applicable international law or because the 
weapon is not capable of being used in a manner compatible with IHL. It is noteworthy that 
the debate whether AWS (however defined) should be the subject of a preemptive prohibition 
remains open and unresolved as of yet. Some advocates of a preemptive ban have pointed to 
the development of the Protocol on Blinding Lasers (CCW Protocol IV) as a relevant precedent 
that could be applicable to these technologies as well.76

74	See Additional Protocol I to the Geneva Conventions of 1949, related to the protection of victims of International 
Armed Conflicts, Articles 35 and 36 (1977) [hereinafter: API]; see also their Commentary on: Yves Sandoz et al. 
(eds.), The Additional Protocols of 8 June 1977 to the Geneva Conventions of 12 August 1949, ICRC (1987) 
[hereinafter: Yves et al., The AP of 1977].

75	See William H. Boothby, Prohibited Weapons, in Max Planck Encyclopedia of Public International Law (2015).
76	For an expanded view on this line of reasoning see the bedrock principles invoked by the preamble of the CCW, 

Geneva, (10 October 1980); see also Protocol IV of the CCW, ‘Protocol on Blinding Laser Weapons’, Doc. CCW/
CONF.I/16 (Part I) (1995).
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In the same line of thought, a historic landmark to serve as a very important prece-

dent is the Treaty on the Prohibition of Nuclear Weapons (TPNW)77 given that on 24 October 
2020 Honduras became the 50th country to ratify this instrument thus fulfilling the conditions 
for its entry into force on 22 January 2021.78 The discussions framing States’ approval of –and 
opposition to– this Treaty are very relatable to those surrounding the legal treatment of AWS. 
The ripple effects of the entry into force of the TPNW are yet to be seen in the coming years, 
however it is definitely a long-awaited and crucial steppingstone on the path to nuclear disar-
mament, along with all other weapons of mass destruction.

Lawfulness of the Use of AWS

The second major consideration for weapons to be deemed unlawful is based on 
a particular use. In other words, only that unlawful use of the weapon, not the weapon itself, 
would be illegal.79 This means that the use of a certain weapon can be prohibited insofar as its 
effects cannot be controlled, and which will thus be indiscriminate.80

77	UN General Assembly, Convention on the Prohibition of the Use of Nuclear Weapons, 11 January 2006, A/
RES/60/88 [hereinafter: UNGA, Convention on the Prohibition of the Use of Nuclear Weapons].

78	United Nations, UN Secretary-General’s Spokesman - on the occasion of the 50th ratification of the Treaty on the 
Prohibition of Nuclear Weapons, 24 October 2020, available at: <https://www.un.org/sg/en/content/sg/state 
ment/2020-10-24/un-secretary-generals-spokesman-the-occasion-of-the-50th-ratification-of-the-treaty-the-pro 
hibition-of-nuclear-weapons> accessed 25 October 2020 [hereinafter: UN, on the TPNW].

79	Pursuant to API, Article 35(2).
80	Yves et al., The AP of 1977, supra note 74, at 623. (The commentaries to Article 51[4][c] are vague, seeming to 

apply both to weapons that are indiscriminate in nature, as well as weapons with effects that cannot be limited. 
This overlap seems to deliberately avoid indiscriminate use and/or effect of weapons, in all stages of their employ-
ment).
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A notorious precedent was set by the International Court of Justice (ICJ) in its Advi-
sory Opinion on nuclear weapons as it brought upon a paradigm shift from testing weapons for 
their legality per se to their legal use. In this non-binding Advisory Opinion, the ICJ concluded 
that nuclear weapons are not illegal per se due to a possible, yet remote, legal use of them in 
extreme situations of an existential threat to the State.81 Therefore, if the legality of AWS is not 
tackled frontally on the merits of their sui generis nature, this opinion could serve as a potentially 
dangerous argument for the legality per se of all new weapons, such as the ones in question, 
allowing for a subsequent examination of their intended use.

Regarding the “legal use”, in order to comply with IHL there are three steps after the 
determination whether the weapon is lawful. The first is to determine whether the target itself is 
lawful, and even if it is, a proportionality assessment must still be conducted, and third, feasible 
precautionary measures should be taken, all aimed to reduce incidental civilian damage.

To fulfill these requirements, military operational manuals have provided that in order 
for belligerents to lawfully employ AWS they must abide by the three most relevant IHL prin-
ciples: distinction, proportionality, and precaution.82 All three of them are found on treaty and 
customary law:

 – Distinction: It entails distinguishing between military objectives and civilians or 
civilian objects and, in case of doubt, presume civilian status of both.

81	See International Court of Justice (ICJ), Legality of the Threat or Use of Nuclear Weapons, Advisory Opinion, at 
226 (July 8, 1996) [hereinafter: ICJ, Legality of Nuclear Weapons].

82	Switzerland, Towards a “Compliance-Based” Approach to LAWS, Informal meeting of experts on lethal autono-
mous weapons systems (LAWS) 1 (informal working paper), Geneva, at 13 (2016), available at <http://www.unog.
ch/80256EDD006B8954/(httpAssets)/D2D66A9C427958D6C1257F8700415473/$file/2016_LAWS+MX_
CountryPaper+Switzerland.pdf> accessed 5 August 2020 [hereinafter: Switzerland, Towards a “Compliance- 
Based” Approach].
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 – Proportionality: It requires to evaluate whether the incidental harm likely to be 

inflicted on the civilian population or civilian objects would be excessive in rela-
tion to the concrete and direct military advantage anticipated from that particular 
attack.

 – Precaution: It mandates to take all feasible precautions to avoid, and in any 
event minimize, incidental harm to civilians and damage to civilian objects; and 
cancel or suspend the attack if it becomes apparent that the target is not a 
military objective, or that the attack may be expected to result in excessive in-
cidental harm.

In light of the above, upon examination of the applicability of these principles one finds 
that a weapon, in the traditional sense, could not be held accountable for failure to abide by 
them. As previously mentioned, it is a paradox to define AWS as weapons and then discuss 
whether or not they can be compliant combatants. However, as opined above, the author ac-
cepts that this entity is de facto not just an object, rather a more sophisticated agent that should 
be held to account by a different metric.

To expand the previous argument, from a simple reading it is clear that the principle of 
distinction as codified in Article 48 of API and operationalized in Articles 51(2), (3), (4)(a) and 52 
of API does not apply to the weapon itself, but rather to its operator.83 However, when it comes 
to AWS, the line between weapon and operator is virtually blurred.84

83	See Michael N. Schmitt & Jeffrey S. Thurnher, Out of the Loop: Autonomous Weapon Systems and the Law of 
Armed Conflict, 4 Harvard National Security Journal, at 231, 250-52 (2013) [hereinafter: Schmitt & Thurnher, Out 
of the Loop].

84	See cf. Schmitt, AWS and IHL, supra note 29, at 2, 8-10. He answers to HRW and other critics by insisting on 
the legal distinction between deeming a weapon indiscriminate per se and using a weapon in an indiscriminate 
manner.
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Aside from the principle of distinction, the principle of proportionality is even more 
telling and has also been controversially used to examine the legality of AWS. The question is 
whether or not autonomous weapon systems are capable of performing proportionality calcula-
tions.85 Dissonantly, it must be noted as a contrast that this feature is by no means part of any 
standard weapon review examination.86

Applicability of the Martens Clause

In light of the lacking international consensus on this topic, it is the author’s opinion 
that in the meantime we can still rely on the “Martens Clause”,87 a cornerstone of IHL, as a le-
gitimate fallback protection.88

85	Schmitt & Thurnher, Out of the Loop supra note 83, at 254.
86	API, article 36; it mentions that States party to API have an obligation to conduct legal reviews of new weapons 

during their development and acquisition, and prior to their use in armed conflict. For other States, legal reviews 
are a common- sense measure to help ensure that the State’s armed forces can conduct hostilities in accordance 
with their international obligations.

87	The Clause was first introduced in the Preamble to the 1899 Hague Convention (II) with respect to the Laws and 
Customs of War on Land, and reads: “Until a more complete code of the laws of war has been issued, the High 
Contracting Parties deem it expedient to declare that, in cases not included in the Regulations adopted by them, 
the inhabitants and the belligerents remain under the protection and the rule of the law of nations, as they result 
from the usages established among civilized peoples, from the laws of humanity and the dictates of public cons-
cience”.

88	See United States Military Tribunal at Nuremberg- United States v. Alfried Krupp et al., The Krupp Case, judgment, 
(1948), in Annual Digest and Reports of Public International Law Cases, 1948, p. 622; (as cited by Judge 
Shahabuddeen in his dissenting opinion in the Advisory Opinion on the Legality of the Threat or Use of Nuclear 
Weapons). “The Preamble [of the Hague Convention no. IV of 1907] is much more than a pious declaration. It is a 
general clause, making the usages established among civilized nations, the laws of humanity and the dictates of 
public conscience into the legal yardstick to be applied if and when the specific provisions of the Convention and 
the Regulations annexed to it do not cover specific cases occurring in warfare, or concomitant to warfare.”
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The Clause was first introduced in the Preamble of the 1899 Hague Convention as a 

result of the debates in the Hague Peace Conferences.89 Since then it has been subject of mul-
tiple interpretations, some have contended that, especially the terms ‘laws of humanity’ and the 
‘requirements of public conscience’, have an autonomous normative value under international 
law since the former term has been associated with the notion of ‘elementary considerations 
of humanity’,90 while the latter has been identified as the motivation of States, organizations or 
individuals leading to the adoption of IHL treaties.91

Others argue that it operates within the scope of Article 38 of the ICJ Statute, sug-
gesting that the Clause might accelerate the creation of customary IHL, reducing the need for 
State practice when a potential customary rule is supported by the ‘laws of humanity’ or the 
‘requirements of the public conscience’, as expressions of especially imperative opinio juris.92 In 
the same vein, it has been proposed that it serves as a guideline in the interpretation of IHL as a 
clarification of the ‘general principles of law recognized by civilized nations’, and as a reminder of 
the continued validity of customary international law.93

89	 In these debates, delegates were entrusted with finding ways to give the rules contained in the 1874 Brussels 
Declaration legally binding force regarding the status of civilians who took up arms against an occupying force - in 
particular, the rights of the Occupying Power and the right of populations to forceful resistance. To avoid the same 
failure, Belgian delegates suggested that these questions remain unregulated. However, the Russian delegate, 
Fyodor Fyodorovich Martens submitted that it had not been the intention of the Brussels Declaration to abolish 
a right of populations to defend their countries, but rather to give populations acting according to the conditions 
more guarantees than they had before and proceeded to read a declaration to be inserted into the procès-verbal; 
see ICRC, Commentary on the 1st GC, supra note 63, at 3286.

90	Id., at 3291.
91	Id.
92	On this note, see for instance: Extraordinary Chambers in the Courts of Cambodia, case no. 001/18-07-2007-EC-

CCIOCIJ (PTC 02), Amicus Curiae Brief of Professor Antonio Cassese and Members of the Journal of International 
Justice on Joint Criminal Enterprise Doctrine, at 35 (27 October 2008).

93	 ICRC, Commentary on the 1st GC, supra note 63, at 3295-6.
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In fact, the International Law Commission has stated that “it provides that even in cas-
es not covered by specific international agreements, civilians and combatants remain under the 
protection and authority of the principles of international law derived from established custom, 
from the principles of humanity and the dictates of public conscience”.94

Conclusively, the Clause has acquired the status of a customary rule and underlines 
that in cases not covered by IHL treaties, persons affected by armed conflicts will never find 
themselves completely deprived of protection. Instead, the conduct of belligerents remains 
regulated at a minimum by the principles of the law of nations, the laws of humanity, and from 
the dictates of public conscience.95

As evidence of the above, the Clause has been included in several old and new IHL 
treaties such as the 1907 Hague Convention,96 the Geneva Conventions of 1949 (GC I-IV)97 
and its Additional Protocols (AP I-II),98 the Convention on Prohibitions or Restrictions on the 
Use of Certain Conventional Weapons Which May be Deemed to be Excessively Injurious or 

94	 International Law Commission, Report of the International Law Commission on the Work of its Forty-sixth Session, 
2 May- 22 July 1994, Official Records of the General Assembly of the United Nations, Doc. A/49/10, Yearbook of 
the International Law Commission, 1994, vol. II (2), p. 131.

95	See ICRC, The Martens Clause, available at: <https://casebook.icrc.org/glossary/martens-clause> accessed 5 
August 2020.

96	The text of the preamble of the 1907 Hague Convention (IV) respecting the Laws and Customs of War on Land, 
included the text of the ‘Martens Clause’.

97	The Four Geneva Conventions have an identical article on Denunciation, which states that such denunciation 
“shall in no way impair the obligations which the Parties to the conflict shall remain bound to fulfil by virtue of the 
principles of the law of nations, as they result from the usages established among civilized peoples, from the laws 
of humanity and the dictates of the public conscience”; see GC I, article 63; GC II, article 62; GC III, article 142; 
GC IV, article 158.

98	See API, article 1(2); Additional Protocol II to the Geneva Conventions of 1949, relating to the protection of victims 
of non-international armed conflicts, at preamble, (1977) [hereinafter: APII].
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to have Indiscriminate Effects of 1980 (CCW),99 the Convention on Cluster Munitions of 2008 
(CCM);100 and its elements can be found in other treaties such as the Anti-Personnel Mine 
Ban Convention of 1997,101 and even the Rome Statute of the International Criminal Court of 
1998.102

Accordingly, I share the Swiss Government’s view that concerning AWS, the Martens 
Clause affords “an important fallback protection in as much as the ‘laws of humanity and the 
requirements of the public conscience’ need to be referred to if IHL is not sufficiently precise or 
rigorous.”103 In this line of thought, it follows that not everything that is not explicitly prohibited 
can be said to be legal if it would run counter to the principles put forward in the Clause, 
which can be understood as implying positive obligations where contemplated military action 
would result in untenable humanitarian consequences.104

It is especially noteworthy in this regard that the ICJ in its 1996 Advisory Opinion on 
the legality of the threat or use of nuclear weapons, had the foresight to state that the Clause 
“proved to be an effective means of addressing the rapid evolution of military technology”105 and 

99	The Preamble of the convention mentions that in cases not covered by the convention, the civilian population and 
combatants shall at all times remain under the protection of principles of international law.

100		The CCM’s preamble, much like that of the CCW, recognizes the protection of principles of international law in 
cases not covered by the convention.

101		The preamble of the convention states: “Stressing the role of public conscience in furthering the principles of 
humanity…”.

102		The preamble refers to ‘the conscience of humanity’ stating “Mindful that during this century millions of children, 
women and men have been victims of unimaginable atrocities that deeply shock the conscience of humanity”.

103		Switzerland, Towards a “Compliance-Based” Approach, supra note 82, at 4, citing CCW at preamble and API at 
art. 1(2).

104		Id. at 3, citing respectively, API, art. 57(2)(a) and GCs I–IV, at arts. 49, 50, 129, 146 respectively; API, at Part III.
105		ICJ, Legality of Nuclear Weapons, supra note 81, at 78.

Esta obra forma parte del acervo de la Biblioteca Jurídica Virtual del Instituto de Investigaciones Jurídicas de la UNAM 
https://www.juridicas.unam.mx/ 
https://biblio.juridicas.unam.mx/bjv

https://revistas.juridicas.unam.mx/ Libro completo en 
https://tinyurl.com/bb4zekcj

DR © 2021. Universidad Nacional Autónoma de México, 
Instituto de Investigaciones Jurídicas



41

s
e

r
ie

 o
pi

ni
on

es
 té

cn
ic

as
 s

ob
re

 te
m

as
 d

e 
re

le
va

nc
ia

 n
ac

io
na

l /
 4

1

that the fact that some weapons were not mentioned in the Additional Protocols to the Geneva 
Conventions of 1977 (or other treaties, for that matter) does not permit the drawing of legal 
conclusions relating to their use.106

Moreover, the Court considered that not applying the basic rules of humanitarian 
law, such as this Clause, would be incompatible with IHL principles, which apply to all forms of 
weapons. Therefore, the thesis that IHL principles do not apply to newer weapons was in fact 
rightfully rejected.107

Furthermore, it was stated that the Martens Clause’s continuing existence and ap-
plicability is undoubtedly an affirmation that the principles and rules of humanitarian law apply 
to nuclear weapons,108 and it is the author’s strong belief that the same reasoning must be 
replicated when it comes to AWS.

Judge Shahabuddeen argued that its inclusion in the Hague Conventions of 1899 
was intended to fill the gaps left by conventional law.109 He asserted that is has its own self-suf-
ficient and conclusive authority to treat the principles of humanity as principles of international 
law, which can in themselves exert legal force to govern military conduct in cases where no 
relevant rule exists in treaty law, leaving the precise content of the standard implied to be as-

106		Id., at 84.
107		Id., at 85-86.
108		Id., at 87.
109		ICJ, Legality of the Threat or Use of Nuclear Weapons, Advisory Opinion, Dissenting Opinion of Judge Shahabud-

deen, at 406 (1996). He considered that the use of the word “remain” in the Clause indicates that by the time of 
its introduction there were already certain principles of international law in existence which provided protection to 
the belligerents and the civilian population, and therefore it could not be confined to principles waiting to be born 
in the future.

Esta obra forma parte del acervo de la Biblioteca Jurídica Virtual del Instituto de Investigaciones Jurídicas de la UNAM 
https://www.juridicas.unam.mx/ 
https://biblio.juridicas.unam.mx/bjv

https://revistas.juridicas.unam.mx/ Libro completo en 
https://tinyurl.com/bb4zekcj

DR © 2021. Universidad Nacional Autónoma de México, 
Instituto de Investigaciones Jurídicas



42

s
e

r
ie

 o
pi

ni
on

es
 té

cn
ic

as
 s

ob
re

 te
m

as
 d

e 
re

le
va

nc
ia

 n
ac

io
na

l /
 4

1
certained in the light of changing conditions.110 Hence, when it comes to the use of a particular 
weapon, the views of States are only relevant for their value in indicating the status of public 
conscience, not for the opinio iuris as to the legality of said weapon.111

In turn, in the Jurisdictional Immunities of the State case, Judge Cançado Trindade 
issued a dissenting opinion against an order, delving in further analysis of the Clause and as-
serting that it has been endowed for longer than a century with continuing validity and keeps 
warning against the assumption that whatever is not expressly prohibited by the Conventions 
on IHL would be allowed, and that the principles it enshrines would still be applicable, inde-
pendently of the emergence of new situations.112

He considered that by intertwining the principles of humanity and the dictates of 
public conscience, the Clause establishes an “organic interdependence” of the legality of pro-
tection with its legitimacy, to the benefit of all human beings.113 Moreover, the author emphat-
ically shares the Judge’s view that the “principles of humanity” and the “dictates of the public 
conscience” belong to the domain of jus cogens, and considers the clause as “an expression 
of the raison d’humanité imposing limits on the raison d’État”.114

110		Id. To support this, Judge Shahabuddeen quotes Mr. Sean McBride: “the Declarations in the Hague Conven-
tions… by virtue of the Martens Clause, imported into humanitarian law principles that went much further than the 
written convention; it thus gave them a dynamic dimension that was not limited by time”. 

111		Id., at 410.
112		ICJ, Germany v. Italy: Greece intervening, Jurisdictional Immunities of the State, Order of 6 July 2010, dissenting 

opinion of Judge Cançado Trindade, at 137-139 (2010) [hereinafter: ICJ, Jurisdictional Immunities of the State]; 
see also Interamerican Court of Human Rights (IACtHR), Case of Barrios Altos v. Peru, Judgment of 14 March 
2001, Merits, Concurring Opinion of Judge Cançado Trindade, at 22-24 (2001).

113		ICJ, Jurisdictional Immunities of the State, supra note 112, at 139.
114		Id; see also infra note 115; he repeats this argument in his dissenting opinion in the case between Marshall Is-

lands and Pakistan.
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Furthermore, in the Obligations concerning Negotiations relating to Cessation of the 
Nuclear Arms Race and to Nuclear Disarmament case, Judge Cançado Trindade issued anoth-
er dissenting opinion in which he considered that the “principles of humanity” and the “dictates 
of public conscience”, evoked by the Clause, permeate not only the law of armed conflict but 
the whole of international law.115 For him, the Martens Clause safeguards the integrity of Law by 
invoking the principles of the law of nations, the “laws of humanity” and the “dictates of the public 
conscience”. Therefore, an absence of a conventional norm is not conclusive, and the absence 
of a conventional provision expressly prohibiting nuclear weapons does not mean that they are 
legal or legitimate.116

Consecutively, as mentioned above,117 the superseding Treaty on the Prohibition of 
Nuclear Weapons (TPNW)118 which entered into force on 22 January 2021 decisively confirms 
and solidifies these jurisdictional statements into the conventional realm.119

In conclusion, all of the aforesaid serves to advocate that despite there currently 
being an apparent legal lacuna in the form of lex specialis regarding the legality of AWS per se 
and of their use, these could never be employed in a matter inconsistent with the dictates of 
public conscience or basic considerations of humanity. In the author’s view, dehumanizing the 
conduct of armed conflict and deploying weapons that have the potential to perform uncontrol-
lably or unpredictably goes against these very principles and is thus ab initio illegal in any case.

115		ICJ, Marshall Islands v. Pakistan, Obligations concerning Negotiations relating to Cessation of the Nuclear Arms 
Race and to Nuclear Disarmament, Jurisdiction and Admissibility, Judgment, Dissenting Opinion of Judge Cança-
do Trindade, at 195 (2016).

116		Id., at 196.
117		As was explained above in Section II: International Humanitarian Law Considerations.
118		UNGA, Convention on the Prohibition of the Use of Nuclear Weapons, supra note 77.
119		UN, on the TPNW, supra note 78.
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Concrete IHL Concerns

As stated before, for the ICRC, AWS are however an immediate concern from a 
humanitarian, legal and ethical perspective, given the risk of loss of human control over weap-
ons and the use of force.120 This loss of control raises risks for civilians because of unpre-
dictable consequences, legal questions121 because combatants must make context-specific 
judgments in carrying out attacks under international humanitarian law and ethical concerns122 
because human agency in decisions to use force is necessary to safeguard moral responsibility 
and human dignity. For these reasons, the ICRC has been urging States to identify practical 
elements of meaningful human control as the basis for internationally agreed limits on autonomy 
in weapon systems, with a focus on the following:123

 – What level of human supervision, intervention and ability to deactivate is requi-
red during the operation of a weapon that selects and attacks targets without 
human intervention?

 – What level of predictability —in terms of its functioning and the consequences 
of its use— and reliability —in terms of the likelihood of failure or malfunction— is 
required?

120		ICRC, ICRC Statements to the CCW Group of Governmental Experts on Lethal Autonomous Weapons Systems, 
Geneva, 25-29 (March 2019) available at: <https://www.unog.ch/80256ee600585943.nsf/(httpPages)/ 5c00 
ff8e35b6466dc125839 b003b62a1?OpenDocument&ExpandSection=7#Section7> accessed 5 August 2020.

121		Davison, AWS under IHL, supra note 44, at 13-15.
122		ICRC, Ethics and Autonomous Weapon Systems: An Ethical Basis for Human Control?, Report of an Expert 

Meeting, (3 April 2018) available at: <https://www.icrc.org/en/document/ethics-and-autonomous-weapon-sys 
tems-ethical-basis-human-control> accessed 5 August 2020 [hereinafter: ICRC, Ethics and AWS].

123		ICRC, The Element of Human Control, Working Paper, CCW Meeting of High Contracting Parties, CCW/MSP/2018/
WP.3, (20 November 2018) available at: <https://www.unog.ch/80256EDD006B8954/(httpAssets)/810B2543 
E1B5283BC125834A005EF8E3/$file/CCW_MSP_2018_WP3.pdf.> accessed 5 August 2020.
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 – What other operational constraints are required for the weapon, in particular on 
the tasks, targets (e.g., materiel or personnel), environment of use (e.g., unpo-
pulated or populated areas), duration of autonomous operation (i.e., time-cons-
traints) and scope of movement (i.e., constraints in space)?

In addition to these concerns, field experts have pointed out that it is currently not 
clear whether AWS will be capable of formulating and implementing the following IHL-based 
evaluative decisions and value judgments:124

 – The presumption of civilian status in cases of doubt;

 – The assessment of excessiveness of expected incidental harm in relation to 
anticipated military advantage;

 – The betrayal of confidence in IHL in relation to the prohibition of perfidy;125

 – The prohibition of destruction of civilian property, except where imperatively de-
manded by the necessities of war; and

 – How would possible operational standards look like that include “meaningful hu-
man control” (including in the “wider loop” of targeting operations), “meaningful 
state control,” and “appropriate levels of human judgment”.

124		Lewis et al., War-Algorithm, supra note 32, at 103.
125		Perfidy, n’: “Behavior that is not loyal”, Cambridge Dictionary, available at: <https://dictionary.cambridge.org/us/ 

dictionary/ english/perfidy> accessed 10 August 2020; see also Rule 65 in J.M. Henckaerts & Louise Doswald-
Beck, Customary International Humanitarian Law, Volume I: Rules, International Review of the Red Cross, Cam-
bridge, at 221 (3ed 2009) [hereinafter: Henckaerts & Doswald, Customary IHL].
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Concluding Remarks

We are undeniably at a crossroads in our society, where we are confronted with de-
fining whether our human species is unique in its core essence as rational and moral agents, or 
if we can replicate that condition ourselves onto the machines we create – thus accepting we 
are not so unique after all.

Apart from this kind of existential dilemmas, what is clear is that technology is ad-
vancing at an exponential rate, in particular those capable of “self-learning”, whose “choices” 
may be difficult for humans to foresee or deconstruct, whose “decisions” are seen as “replac-
ing” human judgment, and it is especially problematic when these are operating in contexts of 
armed conflict. Hence, these must be carefully controlled in order to prevent human suffering 
and to ensure human accountability.

It is therefore imperative to recognize the singularity of AWS, both in the literal and 
the theoretical sense of the word, as well as the lack of existent legal frameworks in which they 
could be allocated.

Henceforth, as stated in the introduction, the purpose of this Article is to incentivize all 
actors to join the discussions needed to create a legal regime that regulates the development, 
use and accountability for a new category of entities that can adequately encompass their sui 
generis characteristics.

Esta obra forma parte del acervo de la Biblioteca Jurídica Virtual del Instituto de Investigaciones Jurídicas de la UNAM 
https://www.juridicas.unam.mx/ 
https://biblio.juridicas.unam.mx/bjv

https://revistas.juridicas.unam.mx/ Libro completo en 
https://tinyurl.com/bb4zekcj

DR © 2021. Universidad Nacional Autónoma de México, 
Instituto de Investigaciones Jurídicas



47

s
e

r
ie

 o
pi

ni
on

es
 té

cn
ic

as
 s

ob
re

 te
m

as
 d

e 
re

le
va

nc
ia

 n
ac

io
na

l /
 4

1

Section III: The Accountability Conundrum

Problem Statement: Recognition of AI’s Capabilities and Risks

The contextualization in Section I has delved into some of the main characteristics 
of Artificial Intelligence technologies with regards to their application in Autonomous Weapons 
Systems.126

However, for the purposes of this Section, it is important to circle back and analyze 
some of their most relevant features.127

First, these technologies have the potential to act unpredictably.128 It has become 
increasingly normal for AIs to rely on machine learning, which is in essence a form of soft-

126		See above: Autonomous Weapon Systems (AWS).
127		Ryan Abbot & Alex Sarch, Punishing Artificial Intelligence: Legal Fiction or Science Fiction, 53 University of Cali-

fornia at 330-332, (2019) [hereinafter: Abbot & Sarch, Punishing AI].
128		See, e.g., Taha Yasseri, Never Mind Killer Robots — Even the Good Ones Are Scarily Unpredictable, PHYS.ORG 

(Aug. 25, 2017) available at: <https://phys.org/news/2017-08-mind-killer-robots-good-scarily.html> accessed 
11 February 2021; Janelle Shane, Why Did the Neural Network Cross the Road?, AI WEIRDNESS (2018), 
<https://aiweirdness.com/post/174691534037/why-did-the-neural-network-cross-the-road> accessed 11 Feb-
ruary 2021, it describes a programmer who made her machine learning algorithm attempt to tell jokes.
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1
ware that posterior to their initial configuration continues to develop in response to the data 
it acquires without any further explicit programming.129 Therefore, the AI can act in ways its 
original programmers may not have intended or even foreseen.130 The entrepreneur Elon 
Musk has also voiced his concerns calling for the establishment of a regulatory authority that 
would oversee the development of AI - warning that this could be the most likely cause of 
World War III.131

Second, AI has the potential to act unexplainably. It may be possible to establish what 
an AI has done, but not how or why it came up with that course of action.132 This is what is com-
monly known as the black box133 as explained above.134 This is a natural result derived from its 
machine learning functions given that it will have been exposed to billions of data,135 rendering 
it impracticable to trace which specific data point led to a particular outcome. Relatedly, at a 

129		See, e.g., Davide Castelvecchi, Can We Open the Black Box of AI?, NATURE (Oct. 5, 2016), available at: 
<https://www.nature.com/news/can-we-open-the-black-box-of-ai-1.20731> [hereinafter: Castelvecchi, Can we 
Open the Black Box].

130		There has been a recent focus on biased decisions by machine learning algorithms — sometimes due to a pro-
grammer’s implicit bias, sometimes due to biased training data; see, e.g., Chris DeBrusk, The Risk of Ma-
chine-Learning Bias (and How to Prevent It), MIT Sloan Management Review (2018), available at: <https://sloan- 
review.mit.edu/article/the-risk-of-machine-learning-bias-and-how-to-prevent-it/>.

131		See for example: Osborne, S., Elon Musk Calls for Urgent Laws on Robot as They Will Soon Be Risk to Public, 
Express, 28 November 2017, available at: <https://www.express.co.uk/news/science/885344/elon-musk-artifi 
cial-intelligence-robotics- regulation> Accessed 29 October 2020.

132		See, e.g., Castelvecchi, Can we Open the Black Box, supra note 129.
133		Id.
134		See above: Section I: Contextualization.
135		Id.
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tech conference held in Lisbon in 2017, the physicist Dr. Stephen Hawking cautioned about the 
risks of AI by asserting that AI can be the worst case of human intelligence.136

Third, AI may act autonomously. This stems from both the abovementioned features. 
In the context of this study, this would imply an AI causing harm without being directly operated 
by an individual. AI can receive sensory input, set targets, assess outcomes against criteria, 
make decisions and adjust behavior to increase its likelihood of success — all without being 
directed by human orders.137 It may even be the case that the programmer who sets an AI in 
motion is not able to regain control of the AI — maybe even purposely so by design.138 It is 
a widely known fact that some of the major militaries in the world, including the US Air Force 
(USAF), already use some semi and fully autonomous technologies and have invested very 
significant resources in order to continue increasing these systems’ autonomy.139

136		See for example: Murphy, M., Stephen Hawking: AI Could Be Best – or Worst – Thing in Human History, New 
York City: MarketWatch (2017) available at: <https://www.marketwatch.com/story/stephen-hawking-ai-could-
be-best-or-worst-thing-in-human-history-2017-11-06> accessed 29 October 2020.

137		Abbot & Sarch, Punishing AI, supra note 127, at 333.
138		Id., at 331; they mention that “The DAO” was the most famous attempt to create a decentralized autonomous 

organization, with the purpose to deploy an entity that could no longer be controlled by its creators, acting without 
further direction; it was supposed to operate through smart contracts, or pre-programmed rules according to 
publicly available, unalterable code on a distributed ledger to prevent mismanagement; however it failed shortly 
after launch due to programming flaws and hacker interference; see also Samuel Falkon, The Story of the DAO—
Its History and Consequences, THE STARTUP (Dec. 24, 2017), <https://medium.com/swlh/the-story-of-the-
dao-its-history-and-consequences-71e6a8a551ee>.

139		Palmer, A., Autonomous UAS: a partial solution to America’s future airpower needs. Air University in partial fulfill-
ment of the graduation requirements (2010) available at: <https://apps.dtic.mil/dtic/tr/fulltext/u2/1018416.pdf> 
Accessed 29 November 2020.
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Fourth, the interplay between AIs that are created to perform “narrow” or “specific” 

tasks140 and those that might be developed with “general” AI that would be able to perform 
any task a par to human abilities,141 or most likely even better, as was concluded by a study 
conducted by researchers from Oxford and Yale Universities.142 However, it is uncertain when 
and how this technology will be fully developed and deployed.143

Granted, any conventional machine could also act unpredictably, unexplainably, or 
autonomously at a given moment. Yet, AI is far more likely to exhibit these characteristics and to 
a greater extent.144 It can also be agreed that the interdisciplinary implications of these technol-
ogies render us increasingly less suited to understand, let alone regulate, their behavior, which 
in turn exacerbates their unpredictability.

In fact, machines have caused harm since ancient times, and robots have caused 
fatalities since at least the 1970s.145 However, except for the cases in which the machines have 
been used in a way intended to inflict harm, the majority of these events have been ruled as 
accidents, or as the result of negligence or recklessness on the part of the operator. Yet, these 

140		Abbot & Sarch, Punishing AI, supra note 127, at 331-2; see also Ryan Abbott, Everything is Obvious, 66 UCLA 
L. Rev. at 25 (2019).

141		Id.
142		Grace, K. et al. (2018) Viewpoint: When Will AI Exceed Human Performance? Evidence from AI Experts, 62 

Journal of Artificial Intelligence Research, at 729-754.
143		See generally Vincent C. Müller & Nick Bostrom, Future Progress in Artificial Intelligence: A Survey of Expert Opin-

ion, in Vincent C. Müller (ed.), Fundamental Issues of Artificial Intelligence, at 555 (2016). He describes a survey 
finding that experts think AI superintelligence will not be a reality for at least a few decades.

144		Abbot & Sarch, Punishing AI, supra note127, at 332.
145		Id.; see also Ryan Abbott, The Reasonable Computer: Disrupting the Paradigm of Tort Liability, 86 The George 

Washington Law Review, at 8 (2018).
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accidents implicate criminal law146 which cannot be deployed against the harmful machines 
themselves.

The truth of the matter is that AI differs from conventional machines in the aforemen-
tioned essential ways has puzzled scholars and legal practitioners alike with regards to the 
application of traditional concepts of criminal law as we know them.

In this sense, it is key to consider the element of reducibility because if an AI engages 
in conduct that would be criminal for a person and the act is reducible, then there typically will 
be a human that could be held criminally liable for it. By contrast, if AI conduct is not effectively 
reducible, there may be no other party that is aptly punished, in which case criminal activity 
could occur with impunity.147 As was stated by the Special Rapporteur on Extrajudicial, Summa-
ry or Arbitrary Executions, if the nature of a weapon renders responsibility for its consequences 
impossible, its use should be considered unethical and unlawful as an abhorrent weapon.148

Therefore, it is imperative to maintain all AI conduct within the spectrum in which 
they are likely to be reducible. As we currently know AI technologies, even where it behaves 
autonomously, to the extent that a certain person uses AI as a tool to commit a crime, and the 
AI functions in a foreseeable fashion, the crime then is reducible to an identifiable individual 
causing the harm.149 Even when AI causes unforeseeable harm, it may still be reducible — for 

146		See United States Department of Justice, BP Exploration and Production Inc. Agrees to Plead Guilty to Felony 
Manslaughter, Environmental Crimes and Obstruction of Congress Surrounding Deepwater Horizon Incident, U.S. 
DEP’T JUSTICE (15 November 2012) available at: <https://www.justice.gov/opa/pr/bp-exploration-and-produc 
tion-inc-agrees-plead-guilty-felony-manslaughter-environmental> accessed 2 February 2021; (outlining BP’s guilty 
plea to criminal offenses).

147		Abbot & Sarch, Punishing AI, supra note 127, at 369-375.
148		Christof Heyns, Report of the Special Rapporteur on Extrajudicial, Summary or Arbitrary Executions, U.N. Doc. A/

HRC/23/47, at 80 (2013) [hereinafter: Heyns, Report on Extrajudicial, Summary or Arbitrary Executions].
149		Abbot & Sarch, Punishing AI, supra note 127, at 334.
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1
example, if an individual creates an AI to steal financial information, but a programming error 
results in the AI shutting down an electrical grid that disrupts critical infrastructure.150 This is a 
familiar problem in criminal law for which doctrinal tools have been developed by which liability 
could still be imposed.151

However, with the AIs we are knowing today it is becoming increasingly difficult to 
reduce AI crime to an individual due to the technology’s autonomy, complexity and lack of 
explainability. Additionally, owing to the fact that a large number of individuals may contribute 
to the AI’s development over a long period of time,152 and as a result of their machine learning 
functions, it may be difficult to attribute responsibility to a specific individual for an AI output 
where the machine has gathered information on how to behave based on accessing billions of 
data points from heterogeneous sources.153

In our coexistence with intelligent agents, the forecast from the combination of these 
elements portrays a dire scenario which brings us to challenge the extent to which, as humans, 
we can still be in control of these technologies - especially when they have kinetic impacts on 
the physical world. Intuitively, this raises the uncomfortable questions that have been puzzling 
academics and researchers:154

150		Id.
151		Id.
152		In 2017, for instance, more than 4,500 Microsoft employees contributed to open-source software hosted on 

GitHub, a development platform that host open-source code; see Matt Asay, Who Really Contributes to Open 
Source, INFOWORLD (7 February 2018) available at: <https://www.infoworld.com/article/3253948/who-really-
contributes-to-open-source.html> accessed 2 February 2021; see Frederic Lardinois & Ingrid Lunden, Micro-
soft Has Acquired GitHub for $7.5B in Stock, Techcrunch, (June 4, 2018) available at: <https://techcrunch.
com/2018/06/04/microsoft-has-acquired-github-for-7-5b- in-microsoft-stock/> accessed 2 February 2021.

153		Lothar Determann & Bruce Perens, Open Cars, 32 Berkeley Tech. L.J. at 915, 988 (2017).
154		See for example: Willick, M. Artificial Intelligence: Some Legal Approaches and Implications. 4 (2)AI Magazine, at 

5 (1983) available at: <https://aaai.org/ojs/index.php/ aimagazine/article/view/392>; Curties E. A. Karnow, Li-
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What happens if harm is brought upon by these technologies? Who will be held re-
sponsible? Are we in the face of a serious accountability gap?

Naturally, these queries become even more pressing in the face of AI technologies 
applied to AWS by which the lives of civilians are put at risk. Those who argue that there will 
indeed be an accountability gap155 if civilians are unlawfully killed through the use of an AWS 
have advanced this proposition to justify either their prohibition or restriction.156

This disagreement is displayed in a very straightforward manner at the State level. 
The latest Reports of the Group of Governmental Experts on Emerging Technologies in the Area 
of Lethal Autonomous Weapons Systems (GGE)157 records the fact that States are quite divid-
ed over the development and future use of AWS. On one side, the prohibitionist States contend 

ability for Distributed Artificial Intelligences 11(1)Berkeley Technology Law Journal, at 188 (1996), available at: 
<https://lawcat.berkeley.edu/record/1115611?ln=en> both accessed on 18 November 2020.

155		Thompson Chengeta, Accountability Gap: Autonomous Weapon Systems and Modes of Responsibility in Inter-
national Law, 45 (1) Denver Journal of International Law and Policy at 2,4 (2020) [hereinafter: Chengeta, Account-
ability Gap]; Sparrow, Killer Robots, supra note 45, at 62; ICRC, Autonomous Weapon Systems Implications of 
Increasing Autonomy, at 44 (2016); Nathalie Weizmann et al., Autonomous Weapon Systems Under International 
Law, Geneva Academy of International Humanitarian Law, Academy Briefing no. 8, at 24 (2014) [hereinafter: 
Weizmann et al., AWS under International Law].

156		Carrie McDougall, Autonomous Weapon Systems and Accountability: Putting the Cart Before the Horse, 20 
Melbourne Journal of International Law, at 7, 13 (2019) [hereinafter: McDougall, AWS and Accountability].

157		The Group of Governmental Experts on Emerging Technologies in the Area of Lethal Autonomous Weapons 
Systems (GGE) was established by the High Contracting Parties to the Convention on Prohibitions or Restrictions 
on the Use of Certain Conventional Weapons Which May Be Deemed to Be Excessively Injurious or to Have Indis-
criminate Effects, (CCW) and is the primary international forum for discussions among states on the development 
and future use of autonomous weapon systems (AWS); see for instance: GGE, Working paper by the Bolivarian 
Republic of Venezuela on behalf of the Non-Aligned Movement (NAM) and Other States Parties to the Conven-
tion on Certain Conventional Weapons (CCW), CCW/GGE.1/2020/WP.5 (2020); see also GGE, United Kingdom 
Expert paper: The human role in autonomous warfare, CCW/GGE.1/WP.6 (2020).
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that AWS should be banned outright or at least place the development of these weapons under 
a moratorium.158 Another block is calling for negotiations on a regulatory treaty arguing that the 
potential of AWS should be constrained primarily on a requirement to ensure meaningful human 
control.159 A third group argues that a political declaration would be sufficient, and yet others re-
main against any form of international regulation beyond the existing rules of international law.160

158		Heyns, Report on Extrajudicial, Summary or Arbitrary Executions, supra note 148, at 22; Human Rights Watch 
(HRW) and International Human Rights Clinic, Mind the Gap: The Lack of Accountability for Killer Robots, Human 
Rights Watch, (2015) available at: <https://www.hrw.org/report/2015/04/09/mind-gap/lack-accountability-killer- 
robots#> [hereinafter: HRW, Mind the Gap]; Darren M. Stewart, New Technology and the Law of Armed Conflict, 
87 International Law Studies, at 291-294 (2011) [hereinafter: Stweart, New Technology and the Law of Armed 
Conflict]; Mary Ellen O’Connell, Banning Autonomous Killing: The Legal and Ethical Requirement That Humans 
Make Near-Time Lethal Decisions, in Matthew Evangelista and Henry Shue (eds.), The American Way of Bomb-
ing: Changing Ethical and Legal Norms, from Flying Fortresses to Drones, Cornell University Press, at 224, 236 
(2014).

159		See, e.g., Peter Margulies, Making Autonomous Weapons Accountable: Command Responsibility for Comput-
er-Guided Lethal Force in Armed Conflicts, in Jens David Ohlin (ed.), Research Handbook on Remote Warfare, 
Edward Elgar Press, at 19 (2016) [hereinafter: Margulies, Making Autonomous Weapons Accountable]; Cheng-
eta, Accountability Gap, supra note 155, at 2,4; Swati Malik, Autonomous Weapon Systems: The Possibility and 
Probability of Accountability, 35(3) Wisconsin International Law Journal, at 621-25 (2018) [hereinafter: Malik, AWS]; 
Amos N Guiora, Accountability and Decision Making in Autonomous Warfare: Who Is Responsible?, (2017)(2) 
Utah Law Review, at 393-398 (2017) [hereinafter: Guiora, Accountability and Decision Making]. Guiora in fact sug-
gests that ‘accountability standards must be stricter’ for AWS, at 418. Allyson Hauptman, Autonomous Weapons 
and the Law of Armed Conflict 218(Winter) Military Law Review at 170, 193 (2013); Jack M Beard, Autonomous 
Weapons and Human Responsibilities, 45(3) Georgetown Journal of International Law at 617, 674, 675, 681 
(2014); Michael Aaronson, Robots Don’t Kill People, It’s the Humans We Should Worry About, The Conversation 
(31 May 2013) available at <https://theconversation.com/robots-dont-kill-people-its-the-humans-we-should-wor 
ry-about-14779> accessed 5 March 2021; ICRC, Ethics and AWS, supra note 122, at 1, 2, 11. Davison, AWS 
under IHL, supra note 44, at 5, 17-18; Weizmann et al., AWS under International Law, supra note 155, at 5.

160		Group of Governmental Experts of the High Contracting Parties to the CCW, Report of the 2018 Session of 
the Group of Governmental Experts on Emerging Technologies in the Area of Lethal Autonomous Weapons 
Systems, UN Doc CCW/GGE.1/2018/3 at 28-29 & annex III 46-48 (23 October 2018) [hereinafter: GGE, Report 
of the 2018 Session].
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In this respect, numerous concerns in relation to AWS have been raised by a wide 
variety of actors, including the International Committee of the Red Cross161 and the Campaign 
to Stop Killer Robots, a coalition of 106 non-governmental organizations in 54 countries.162 
Scholars are equally divided, with views both for and against AWS firmly expressed.

While it is unknown how these technologies will continue to evolve and more impor-
tantly, in which circumstances they could be deployed, the questions regarding accountability 
for them are a pivotal matter that should be addressed at the forefront of these debates.

It has been noted that one of the leading arguments of those calling for the prohi-
bition, moratorium or the regulation of AWS is that the use of such weapons will result in an 
accountability gap, meaning that there will be virtual impunity for any violation of the law resulting 
from their use.

Relatedly, it is noteworthy to mention that some scholars have contended that the 
criminalization for the use of AWS would be preferable to a prohibition of them on four grounds.

First, because placing the emphasis directly on individuals would brink other kinds 
of issues related to the signing and ratifying of international treaties, international enforcement 
and establishing state responsibility.163 Second, given that this would, in their view, convey the 

161		See generally ICRC, Autonomous Weapon Systems, Implications of the increasing autonomy in the critical func-
tions of weapons, Expert Meeting, Switzerland (15-16 March 2016); access to this and other publications on 
the topic can be found at: ICRC, New Technologies and IHL, available at <https://www.icrc.org/en/war-and-law/
weapons/ihl-and-new-technologies> accessed on 11 March 2021.

162		See the website for the Campaign to Stop Killer Robots available at <https://www.stopkillerrobots.org> accessed 
11 March 2021.

163		Hin-Yan Liu, Refining Responsibility: Differentiating Two Types of Responsibility Issues Raised by Autonomous 
Weapons Systems, in Nehal Bhuta et al. (eds.), Autonomous Weapons Systems: Law, Ethics, Policy, Cambridge 
University Press, at 344 (2016) [hereinafter: Liu, Refining Responsibility].
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message that any situation resulting in impunity arising from the use of AWS would be of a legal 
nature rather than a matter of technical inadequacy. Third, because a premature prohibition may 
unduly stifle the development of autonomous technologies which may also have other legiti-
mate civilian applications. And fourth, because the criminalization approach could be readily re-
scinded164 if the current concerns around the use of AWS were to be subsequently resolved.165

In this regard, as will be explained below,166 it would be a significant leap to assume 
that individual criminal responsibility for the use of AWS could be ascertained in the absence of 
a previous prohibition or international agreement on the matter.

However, it is the opinion of the author that although the assessments about the 
legality or propriety of the use of this category of weapons which could lead to a potential reg-
ulation or ban and those regarding the accountability gap might be conceptually connected, 
these discussions have different objectives in se and thus should be analyzed separately. For 
the purposes of this Section, only the accountability gap debate will be explored.

What Kind of Accountability Can We Expect?

Some of the first probes on the challenges of legal responsibility for actions of in-
telligent machines came about over twenty years ago, acknowledging that where a machine 
attains a certain level of intelligence to the extent of making decisions by itself, difficulties arise 

164		See McDougall, AWS and Accountability, supra note 156, at 25. She considers that the assertion that criminal-
ization could be ‘rescinded’ that much more easily than a prohibition, or at least a moratorium, or that it would have 
a differentiated effect on civilian applications might be far-fetched.

165		Id.
166		See below: Accountability Via International Criminal Law.
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in imputing responsibility.167 Those early concerns remain just as valid today as we are faced 
with the same question marks since no matter how fast the machines’ autonomy increases and 
how sophisticated they become, they still do not have moral agency.168

At this point, it is paramount to zoom out and make two important conceptual clarifi-
cations as caveats to bear in mind for the rest of this discussion.

The first is to acknowledge that AWS may have two facets, those that can be fully 
autonomous in which the human is “out of the loop” and those that are semi-autonomous as 
they operate automatedly in tandem with humans “inside the loop”.169 Moreover, given that 
until now the baseline in international discussions seems to be aiming at ensuring meaningful 
human control170 as an attempt to ease objections against AWS, it is quite relevant to identify 
what the resulting dynamic would actually entail operationally, given that this term is far from 
being defined homogeneously.171

167		See Perri 6, Ethics, Regulation And the New Artificial Intelligence, Part II: Autonomy And Liability, Information, 
Communication and Society, at 406-34, 414 (2001).

168		Markus Wagner, Taking Humans Out of the Loop: Implications for International Humanitarian Law, 21 Journal of 
Information, Law & Science, at 5, 11 (2011) [hereinafter: Wagner, Taking Humans Out of the Loop]; Peter Asaro, 
On banning autonomous weapon systems: human rights, automation, and the dehumanization of lethal deci-
sion-making, 94 International Review of the Red Cross, at 693 (2012) [hereinafter: Asaro, On banning AWS].

169		See Marta Bo, The Human-Weapon Relationship in the Age of Autonomous Weapons and the Attribution of 
Criminal Responsibility for War Crimes, Working Draft, at 1 (2019); see also William C Marra and Sonia K McNeil, 
Understanding the Loop: Regulating the Next Generation of War Machines, 36 Harv. J. L. & Pub. Pol’y at 1139, 
1150 (2013). Marra and McNeil affirm that although the terms “automation” and “autonomy” are similar, automated 
systems are not self-directed, they also lack decision-making capability, they simply have the capacity to operate 
without [human intervention]. By contrast, autonomous entities are capable of being independent in the estab-
lishment and pursuit of their own goals.

170		GGE, Report of the 2018 Session, supra note 160, at 22.
171		For explorations of the meaning of ‘meaningful human control’, see Michael C. Horowitz and Paul Scharre, 

Meaningful Human Control in Weapons Systems: A Primer, Working Paper, Centre for New American Security 
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In any case, both of these scenarios need to be addressed in terms of accountability 

for their acts for they may equally result in impunity otherwise.

The second one is to recognize that given the particularities of AI and AWS, they have 
been widely subjected to anthropomorphisms. However, this is a cognitive error because it 
misleads to the correlative flawed expectation of AI being able to adhere to social norms or (hu-
man) preestablished behavioral patterns.172 As mentioned before,173 upon careful observation 
one realizes that these entities are neither weapons, conventional platforms, nor moral agents 
tantamount to humans for legal purposes. Yet they are often referred to as the first, on occasion 
as the second, and frequently treated as the third.174

The above is relevant in terms of this discussion because irrespective of how ad-
vanced the technology may become, the machine will never be a responsible moral agent175 

(2015) available at: <https://www.cnas.org/publications/reports/meaningful-human-control-in-weapon-systems- 
a-primer>; Merel Ekelhof, Autonomous Weapons: Operationalizing Meaningful Human Control, Humanitarian Law 
and Policy (2018) available at: <https://blogs.icrc.org/law-and-policy/2018/08/15/autonomous-weapons-ope 
rationalizing-meaningful-human-control/> accessed 15 March 2021.

172		Abbot & Sarch, Punishing AI, supra note 127, at 333; (“We will not attempt to articulate the non-functional differ-
ences between human and algorithmic reasoning, a subject which has fascinated and confounded computer 
scientists since the 1950s.”).

173		See above: Autonomous Weapon Systems (AWS).
174		Shilo, When Turing Met Grotius, supra note 25, at 15.
175		This is asserted as an axiomatic fact by most authors writing on accountability and AWS; see, e.g., Malik, AWS, 

supra note 158; Heyns, Report on Extrajudicial, Summary or Arbitrary Executions, supra note 148; Sparrow, Killer 
Robots, supra note 45, at 65-8, 71-3; Noel E Sharkey, The Evitability of Autonomous Robot Warfare 94(886) 
International Review of the Red Cross at 787, 790 (2012). For a contrary view, see John P Sullins, When Is a Ro-
bot a Moral Agent? 6 International Review of Information Ethics at 23 (2006); Jens David Ohlin, The Combatant’s 
Stance: Autonomous Weapons on the Battlefield, 92 International Law Studies at 1, 2 (2016) [hereinafter: Ohlin, 
The Combatant’s Stance].
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and thus, accountability can never be transferred to it. States have reached a consensus at 
least on this much.176

Furthermore, as will be explained in detail below,177 the analogy has been drawn 
between the relationship of a human commander vis-á-vis a human subordinate with that of 
a human commander vis-á-vis a robot.178 The continued referral of a person deploying AWS 
as a commander gives a misleading impression that AWS are somewhat combatants or 
fighters.179

Having said that, another very important point that has reached consensus amongst 
States is that “accountability for developing, deploying and using any emerging weapons sys-
tem in the framework of the CCW must be ensured in accordance with applicable international 
law, including through the operation of such systems within a responsible chain of human 
command and control.”180

In addition, States also agreed that “humans must at all times remain accountable in 
accordance with applicable international law for decisions on the use of force”.181

176		Amidst a scant list of 10 ‘possible guiding principles’, the GGE agreed that ‘[h]uman responsibility for decisions 
on the use of weapons systems must be retained since accountability cannot be transferred to machines. This 
should be considered across the entire life cycle of the weapons system’: GGE, Report of the 2018 Session, 
supra note 160, at 4.

177		See below: Command Responsibility.
178		Chengeta, Accountability Gap, supra note 155, at 3.
179		Bonnie Docherty, Losing Humanity: the Case Against Killer Robots, 1 Human Rights Watch at 4, 33-34, 42-43 

[hereinafter: Docherty, Losing Humanity].
180		GGE, Report of the 2018 Session, supra note 160, at 4.
181		Id., at 5.
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An operational view that also evinces the need for human accountability behind AI’s 

decision-making is the Law of War Manual of the United States Department of Defense,182 
which includes Provision 6.5.9.3 “Law of War Obligations of Distinction and Proportionality 
Apply to Persons Rather Than the Weapons Themselves” and it stipulates that “the law of war 
does not require weapons to make legal determinations, even if the weapon (e.g., through 
computers, software, and sensors) may be characterized as capable of making factual deter-
minations, such as whether to fire the weapon or to select and engage a target”. This has been 
regarded as a sign that robotic weapons are never responsible legal agents,183 thereby raising 
the inevitable question – what prospects for accountability actually exist for AWS?

As a starting point, it is necessary to pause on the nomenclature “accountability” 
in order to envision what the scope of this concept could actually entail in the context of this 
debate.

It can be safely stated that accountability is a broad-spectrum concept, which has 
been used as an umbrella term to describe various forms of legal responsibility, including state 
responsibility, administrative and disciplinary proceedings undertaken in response to violations 
of IHL (even encompassing military justice), civil liability, and individual criminal responsibility.184 
All of these modalities are of a complementary nature to each other and by no means are 
they alternatives to the exclusion of the other.185 Accountability is important in international law 

182		U.S. Department of Defense, Law of War Manual, (2016) available at: <https://dod.defense.gov/Portals/1/Do 
cuments/pubs/DoD%20Law%20of%20War%20Manual%20-%20June%202015%20Updated%20Dec%20
2016.pdf?ver=2016-12-13-172036-190> accessed 10 August 2020.

183		Bryson J.J., Diamantis M.E., Grant T.D., Of, for, and by the people: the legal lacuna of synthetic persons; 25 
Artificial Intelligence and Law, at 273-291 (2017).

184		McDougall, AWS and Accountability, supra note 156, at 7.
185		Chengeta, Accountability Gap, supra note 155, at 3.
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because where there is an accountability gap, the victims’ right to a legal remedy is adversely 
affected.186

It is also noteworthy that the design, development, and/or use of AWS might impli-
cate more general principles and rules found in various fields of international law such as jus 
ad bellum, IHL, international human rights law, international criminal law (ICL), and space law, 
among others.

Consequently, the legal recourses for accountability in each of these regimes may 
vary significantly in scope. For the purposes of this study, accountability is understood as the 
duty to account for the exercise of power over the design, development, or use (or a combina-
tion thereof) of AWS acknowledging that power may be exercised by a wide variety of actors.187

As a bottom-up approach, the first and most intuitive approximation for the author 
would be individual criminal responsibility under international law for the commission of interna-
tional crimes, such as war crimes, involving the use of AWS. In order to determine this criminal 
liability it is necessary to ascertain the commission of a defined crime under international law, 
establish the competent jurisdiction over that crime, delimit which mode of responsibility is 
fulfilled by the conduct of a particular individual, demonstrate that the material (actus reus) and 
subjective (mens rea) elements of the crime in question are met, assess the existence of a 
legal justification if applicable, and if there is a conviction, impose a sentence and if applicable, 
reparations for victims.188

186		Megan Burke & Loren Persi-Vicentic, Remedies and Reparations, in S. Casey-Malsen (ed.), Weapons Under 
International Human Rights Law, at 542-89 (2014) [hereinafter: Burke & Persi, Remedies and Reparations]; Luke 
Moffett, Justice for Victims before the International Criminal Court, at 146 (2014).

187		Lewis et al., War-Algorithm, supra note 32, at 11.
188		Id., at 12, 77.
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Conversely, from a top-down approach, the second avenue is to invoke state re-

sponsibility derived from acts or omissions involving the use of AWS where those acts or 
omissions entail a breach of an existing rule of international law.189 In order to allocate this State 
responsibility, it is required to establish the existence of a rule enshrined in treaty or customary 
law, discern the legal obligation derived from the rule in question, identify a breach to said rule, 
and most importantly, attributing that breach to the State, determine if there are any applicable 
legal excuses for such act or omission and if the State is deemed responsible, impose repara-
tions for the victims.190

On the other hand, an ideally parallel approach to the two mentioned above would 
be to apply scrutiny governance. Albeit the consequences derived from this option might appear 
to be of a laxer nature, this channel must be included considering that in the current geopolit-
ical context it might become in practice the most available recourse. This route contemplates 
the extent to which a person, or entity, is and should be subject to, or should exercise, forms 
of internal or external scrutiny, monitoring, or regulation (or a combination thereof) concerning 
the design, development, or use of an AWS. Some examples of scrutiny governance include 
independent monitoring, regulatory development, adopting non-binding resolutions and codes 
of conduct, normative design of technical architectures (including maximizing the auditability of 
algorithms) and community self-regulation.191

The author will continue to explore the most prevalent of these legal alternatives 
throughout the series of this broader study, however for the purposes of this Section, ‘account-
ability’ is related only to individual criminal responsibility.

189		Id., at 83-84.
190		Id., at 54, 84.
191		Id., at 91.
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Given that this is a global issue incumbent upon all of humanity, let us begin by ex-
ploring the question of accountability from the perspective of international criminal law.

Accountability Via International Criminal Law

At this stage, it is important to recall the raison d’être and salience of this discus-
sion. Accountability mechanisms are essential to bring about deterrence192 by complying with 
IHL obligations to prosecute grave breaches and war crimes,193 procuring prevention which 
is pivotal for the protection of civilians,194 and which are also fundamental to ensure the vic-
tims’ rights to reparations.195 In short, accountability has been called “the crux of international 
law”.196

Therefore, as a matter of pragmatism, international law cannot be understood as lim-
ited to setting standards for governments, non-state actors and their agents, but rather as en-

192		See, e.g., Guiora, Accountability and Decision Making, supra note 159, at 398: ‘“[k]ill/not kill” decisions authorized 
by the nation-state where standards of accountability are neither inherent nor integral is akin to authorizing the new 
Wild West’; Stewart, New Technology and the Law of Armed Conflict, supra note 158, at 292; he refers to ‘the 
broader public policy issues associated with the possibility of military operations being conducted in a “blameless 
environment”’.

193		GC IV, Art 146; it requires grave breaches to be criminalized and prosecuted. There is also an obligation to pros-
ecute a broader range of war crimes under customary international law.

194		See, e.g., Heyns, Report on Extrajudicial, Summary or Arbitrary Executions, supra note 148, at 75.
195		See, e.g., Chengeta, Accountability Gap, supra note 155, at 5.
196		Id., at 49; see also Malik, AWS, supra note 159 at 620; Guiora, Accountability and Decision Making, supra note 

159, at 398; HRW, Mind the Gap, supra note 158; Heyns, Report on Extrajudicial, Summary or Arbitrary Execu-
tions, supra note 148, at 75.
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compassing the prescription of consequences for failures in compliance with them.197 Further-
more, IHL norms —some of which are jus cogens— lack value without accountability recourses 
for infringing them.198 It can certainly be argued that an accountability void for international law 
violations effectively poses a global threat to the general maintenance of peace and security.199

The author concurs with the statement that, “after all, without accountability, interna-
tional law is nothing but the proverbial brutumfulmen - a harmless thunderbolt.”200

Additionally, as mentioned above, accountability is also fundamental because it is 
inherently connected to the right to remedy for both civilian and military victims in cases of 
unlawful use of a weapon that has been outlawed or that is indiscriminate as a method of war-
fare in an armed conflict, or the use of force that is disproportionate or excessive during law 
enforcement. The afore also extends to willful or negligent failure to protect victims from harmful 
weapons insofar as these have been recognized as unlawful conduct tantamount to human 
rights violations.201 It is the author’s opinion that AWS classify squarely as a harmful weapon, 
from which all persons are entitled to protection by international standards,202 therefore the ac-
countability challenges that are posed by their use must be taken very seriously.

197		Steven Ratner et al., Accountability for Human Rights Atrocities in International Law: Beyond the Nuremberg Leg-
acy, Oxford 3rd ed. (2009) [hereinafter: Ratner et al., Accountability for Human Rights Atrocities].

198		Chengeta, Accountability Gap, supra note 155, at 5; Anja Seibert-Fohr, Prosecuting Serious Human Rights Vio-
lations, Oxford at 292-93 (2009).

199		See John R.W.D. Jones & Steven Powles, International Criminal Practice, 3rd ed 2 (2003), [hereinafter: Jones & 
Powles, International Criminal Practice].

200		Chengeta, Accountability Gap, supra note 155, at 5.
201		Burke & Persi, Remedies and Reparations, supra note 186, at 554.
202		See above: Applicability of the Martens Clause. Sharing this view, see Chengeta, Accountability Gap, supra note 

155, at 5.
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The right to remedy, understood as a process which is meant to provide victims with 
justice, remove or redress to the extent possible the damage done by the unlawful acts through 
prevention and deterrence,203 is relevant in the context of this Section because it is the duty 
of States to give effect to victims’ rights by investigating human rights violations and bringing 
perpetrators to justice through prosecution.204

In this regard, individual accountability can be characterized as a “complex amalgam 
of law and a wide spectrum of sanctioning processes that transcends the orthodox divisions of 
subjects of international law.”205

As a result of the above, individual criminal responsibility has become a part of cus-
tomary international law206 in order to deter and/or punish unlawful acts committed in interna-
tional armed conflicts, non-international armed conflicts207 and also during peacetime.208

203		See Roman David & Susanne Choi Yuk-ping, Victims on Transitional Justice: Lessons from the Reparation of 
Human Rights Abuses in the Czech Republic, 27 Human Rights Quarterly at 392-393 (2005); Riccardo Pisillo 
Mazzeschi, Reparation Claims by Individuals for State Breaches of Humanitarian Law and Human Rights: An 
Overview, I Journal of International Criminal Justice, at 339, 344 (2003).

204		United Nations Human Rights Committee (HRC), General comment no. 31 [80], The nature of the general legal 
obligation imposed on States Parties to the Covenant, CCPR/C/21/Rev.1/Add.13, at 2-3 (2004); see European 
Court of Human Rights, ECtHR, Aksoy v. Turkey, Judgment, European Court of Human Rights (ECtHR) (1996); 
see African Commission on Human and People’s Rights, Social and Economic Rights Action Centre And Centre 
for Economic and Social Rights v. Nigeria, Communication No. 155/96, at 44-48 (2001).

205		Ratner et al., Accountability for Human Rights Atrocities, supra note 197, at 3.
206		Bert Swart, Modes of International Criminal Liability, in The Oxford Companion to International Criminal Justice at 

82, 91 (Antonio Cassese ed., 2009) [hereinafter: Swart, Modes of International Criminal Liability].
207		International Criminal Tribunal for the Former Yugoslavia (ICTY), Prosecutor v. Tadic, Decision on the Defense 

Motion for Interlocutory Appeal on Jurisdiction, at 129, (2 October 1995).
208		Crimes Against Humanity and Genocide do not require the existence of an armed conflict; see for instance Efrat 

Bouganim-Shaag and Yael Naggan, Emerging Voices: Peace-Time Crimes Against Humanity and the ICC, Opinio 
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The Crimes

International Criminal Law (ICL) is the branch of public international law that establishes 
individual criminal responsibility for international crimes, i.e., war crimes, crimes against humani-
ty, genocide, and aggression. Its purpose within the international legal order is of a multifaceted 
nature, as it aims at contributing to general and specific deterrence, incapacitation, rehabilitation, 
reconciliation, justice to victims, retribution, truth-telling, promotion of the rules-based interna-
tional order, establishing and maintaining an inclusive and sustainable peace, etc.209

Therefore, for international criminal law to be applicable, we need to be vis-á-vis an 
international crime.

In this sense, the following quote from one of the fathers of modern international law, 
the late Cherif Bassiouni comes to mind: “international crimes have developed to date, with-
out... an agreed-upon definition of what constitutes an international crime, what are the criteria 
for international criminalization, and how international crimes are distinguished”.210

Yet, one could conclude from the jurisprudence of the international criminal courts 
and tribunals that individual criminal responsibility has only been attributed for conducts that are 
already prohibited by custom or treaty under another branch of public international law such as 
IHL, international human rights law or jus ad bellum.211

Juris, (2013) available at <http://opiniojuris.org/2013/08/30/emerging-voices-peace-time-crimes-humanity-icc/> 
accessed 20 February 2021; see also Convention on the Prevention and Punishment of the Crime of Genocide, 
article 1 (1948).

209		McDougall, AWS and Accountability, supra note 156, at 28.
210		M Cherif Bassiouni, Introduction to International Criminal Law, Transnational Publishers at 111 (2003).
211		Yoram Dinstein, International Criminal Law, 20(2-3) Israel Law Review, at 206, 221 (1985); Ilias Bantekas and 

Susan Nash, International Criminal Law, Cavendish Publishing, 2nd ed, 5 (2003); Antonio Cassese, International 
Criminal Law, Oxford University Press, 2nd ed, at 11-12 (2008).
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The Rome Statute was adopted in 1998 in order to establish a permanent and global 
institution, i.e., the International Criminal Court (ICC), that would prosecute and judge the most 
abhorrent crimes known to man. As such, the Statute was meant to provide normative guid-
ance for what those crimes could amount to in the future as well albeit with the limitation of 
the temporal references of the conflicts of the 20th century - which clearly did not yet involve the 
technological sophistication of those that we are starting to know today.

Evidence of the latter is the fact that the majority of discussions circled around the 
issue of custom, requiring evidence of a widely accepted prohibition of the conduct in question, 
or even of a pre-existing crime under customary international law.212 Therefore, this meant that 
the crime definitions were adopted looking backwards in time - not forwards.213

The drafters did provide for the establishment of a Working Group on Amendments, 
an ICC’s Assembly of States Parties that considers amendments to the Rome Statute and the 
Court’s Rules of Procedure and Evidence.214

212		United Nations Diplomatic Conference of Plenipotentiaries on the Establishment of an International Criminal Court, 
Summary Records of the Plenary Meetings and of the Meetings of the Committee of the Whole, UN Doc A/
CONF.183/13 (Vol II) (15 June-17 July 1998); see in particular: 150 (UK), 151 (Slovenia), 154–5 (Canada), 155 
(Israel), 158 (Syria), 160 (New Zealand), 160 (Greece), 162 (Belgium), 164 (France), 187 (Jordan), 270 (China), 
277 (Switzerland), 277 (Brazil), 278 (Korea), 285 (Bosnia and Herzegovina), 287 (Indonesia), 289 (Russia).

213		Herman von Hebel and Darryl Robinson, Crimes within the Jurisdiction of the Court in Roy S Lee (ed), The Inter-
national Criminal Court: The Making of the Rome Statute, Kluwer International, 79, 104, 122-3 (1999); William 
A Schabas, An Introduction to the International Criminal Court, Cambridge University Press, at 23 (2001). For a 
comparison of the Rome Statute’s definitions of crimes with customary international law, see Antonio Cassese, 
Genocide in Antonio Cassese, Paola Gaeta and John RWD Jones (eds.), The Rome Statute of the International 
Criminal Court: A Commentary, Oxford University Press vol 1, at 335 (2002); Antonio Cassese, Crimes against 
Humanity, in Antonio Cassese et al. (eds.), The Rome Statute of the International Criminal Court: A Commentary, 
Oxford University Press vol 1 at 353 (2002); Michael Bothe, War Crimes, in Antonio Cassese et al. (eds.), The 
Rome Statute of the International Criminal Court: A Commentary, Oxford University Press vol 1 at 379 (2002)

214		International Criminal Court, Rules of Procedure and Evidence, Doc No ICC-ASP/1/3 (adopted 9 September 
2002).
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Moreover, their Terms of Reference provide that in order to propose a new crime they 

must consider whether it can be characterized as one of the most serious crimes of concern 
to the international community as a whole and, again, if the crime is based on an existing pro-
hibition under international law.215

Here we must zoom out and recall that the whole purpose of this study is to point 
out that there are significant legal lacunas when it comes to AWS because ICL and criminal 
law, in general, have been envisioned by humans for humans, and that these must urgently be 
addressed in order for the legal void not to be understood as a lack of proscription.

Although one could effectively argue that the core legal values inherently endangered 
by the nature of AWS when deployed are already deeply entrenched in and safeguarded by the 
international legal order. For instance, one can allude to the afore developed Martens Clause,216 
the right to life, integrity, protection, legal certainty, need for accountability and to reparations as 
well as the prohibition to conduct indiscriminate and disproportionate attacks, amongst others, 
and as a consequence, conclude that there is an existing prohibition from violating any of these 
core legal values.

It can also be effectively argued that what is of concern is the enforcement of the 
Geneva Conventions, although these are in principle technologically neutral inasmuch as they 
prohibit a result (e.g., unlawful killing of civilians) and the means used are immaterial.217

215		Strengthening the International Criminal Court and the Assembly of States Parties, Doc No ICC-ASP/11/20, An-
nex II, Terms of Reference of the Working Group on Amendments, at 9 (adopted 21 November 2012).

216		See above in: Applicability of the Martens Clause; see also Davison, AWS under IHL, supra note 44, at 8.
217		McDougall, AWS and Accountability, supra note 156, at 27.
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In other words, the argument here is that the unique nature of AWS – i.e., their un-
predictability - requires criminalization, not because AWS are unlawful per se, but because the 
deployment of AWS risks an increased non-compliance with the IHL rules aimed at protecting 
non-combatants due to the enforcement problem.218 Basically what this contention aims at is to 
prohibit all conduct that can lead to an unwanted (and criminal) result for which commission no 
criminally responsible individual could be identified, thus rendering it, a priori, virtually impune.

There is a view that if there are recognizable war crimes, there must be recognizable 
criminals.219 However, when it comes to international criminal law as currently applied by the 
international courts and tribunals, these core values have often been required to be explicit in 
order to attach individual criminal responsibility to a certain individual.

Given the stringent nature of criminal law in general, abiding by the maxim nullum 
crimen, nulla poena sine praevia lege,220 AWS related conducts should be expressly prohibited 
before they are criminalized. Therefore, this is ultimately not entirely a legal issue but also a 
matter of policy.

The Rome Statute Regime

Taking a look at the international crimes as defined in the Rome Statute, we could 
anticipate that AWS could end up involved in the commission of at least the following: Article 
6 genocide, Article 7 crimes against humanity, Article 8 war crimes, Article 8 bis aggression.221

218		Id., at 28.
219		See generally Michael Walzer, Just and Unjust Wars: A Moral Argument with Historical Illustrations (2015).
220		See generally Claus Kreß, Nulla poena nullum crimen sine lege, Max Planck Encyclopedia of Public International 

Law (2010) available at: <https://www.legal-tools.org/doc/f9b453/pdf/> accessed 10 February 2021.
221		Rome Statute of the International Criminal Court, Arts. 5-8 bis, (1998) [hereinafter: Rome Statute].
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It could seem that the most obvious crime could be war crimes, but it is the view of 

the author that special focus should be placed on the crime of aggression, as will be explored 
in a subsequent part of this broader study. In any case, a full-fetched deployment could very 
well be used for genocide and crimes against humanity, especially due to the targeting func-
tions of AWS.

Nonetheless, this can only be a hypothetical exercise due to the unpredictable nature 
of AWS and the fact that the full capabilities of these technologies are yet to be known.

The basis for individual criminal responsibility hinges on two basic factors, a guilty 
criminal state of mind (mens rea) coupled with wrongful action (actus reus) of the perpetrator.222 
The latter comprises the objective elements of the crime - such as the illegal conduct of the per-
petrator (be it an act or an omission), its consequences, the causation link between the conduct 
and the consequence, and sometimes, specific circumstances related to the context, subject 
or object of the crime or its modalities.223

In respect to the former, the idea of punishing only those with a guilty mind is derived 
from notions of natural justice and human rights224 dating back to two centuries ago. In 1819, 

222		See Jones & Powles, International Criminal Practice, supra note 199, at 414-24; Mohamed Badar, The Concept 
of Mens Rea in International Criminal Law: The Case for a Unified Approach, at 234-52 (2013); Andri Klip Goran 
Sluiter, Annotated Leading Cases of International Criminal Tribunals: The International Criminal Tribunal For The 
Former Yugoslavia, 321 (2001); Jose Doria et al., The Legal Regime of The International Criminal Court: Essays 
in Honour of Professor Igor Blishchenko, at 144 (2009); Iryna Marchuk, The Fundamental Concept of Crime in In-
ternational Criminal Law: A Comparative Law Analysis, at 134 (2013); Beatrice Bonaft, The Relationship Between 
State and Individual Responsibility for International Crimes, 247 (2009); Trial of Bruno Tesch et al., (Zyklon B Case), 
UNWCC, Case Number 9, British Military Court (1946), In Law Reports Of Trials Of War Criminals 93-104 (1949).

223		Carsten Stahn, A Critical Introduction to International Criminal Law, Cambridge University Press, at 22 (2019).
224		See William Cobbett, Cobbett’s Parliamentary History of England: From The Norman Conquest, In 1066 To The 

Year 1803, at 1079 (1819).
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Bagshaw stated that the conception that “no man ought to be punished, except for his own 
fault” is a clear maxim of natural justice.225

Accordingly, one must look at the actus reus and mens rea, as well as the specific 
contextual elements of each ICC core crime in order to ascertain whether or not they could be 
compatible with potential crimes committed by or with the use of AWS. It is noted that these 
crimes can be committed by various conducts or modalities, however, these are some general 
elements required for each of the crimes to be materialized:226

1. Genocide

Actus reus:

 – The specific conduct must be directed against one or more persons belonging 
to a particular national, ethical, racial or religious group (protected group).

Mens rea:

 – The perpetrator intends to commit the act, cause its effects or is aware that it 
will occur in the ordinary course of events.

 – The perpetrator is aware that his conduct took place in the context of a manifest 
pattern of similar conduct directed against that protected group or was conduc-
ted that could itself effect such destruction.

Dolus specialis:

 – More specifically the perpetrator intended to destroy, in whole or in part, that 
national, ethnic, racial or religious group, as such.

225		Id.
226		International Criminal Court (ICC), Elements of Crimes, Doc. No. ICC-ASP/1/3 and Corr. 1 [hereinafter: ICC, Ele-

ments of Crimes]; see also ICC, Official Records of the Review Conference of the Rome Statute of the Interna-
tional Criminal Court, Kampala, RC/11 (2010).
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2. Crimes Against Humanity

Actus reus:

 – The conduct (attack) must be directed against one or more persons belonging 
to a civilian population.

Mens rea:

 – The perpetrator intends to commit the act, cause its effects or is aware that it 
will occur in the ordinary course of events.

 – The perpetrator knew that the conduct was part of or intended the conduct to 
be part of a widespread or systematic attack against a civilian population.

Contextual elements:

 – The conduct was committed as part of a widespread or systematic attack direc-
ted against a civilian population.

3. War Crimes

Actus reus:

 – Article 8(2)(a): Grave breaches of the Geneva Conventions of 1949.

 – Article 8(2)(b): Other serious violations of law and customs applicable in interna-
tional armed conflict.

 – Article 8(2)(c): Serious violations to common article 3, i.e., the specific acts 
against persons taking no active part in the hostilities.

 – Article 8(2)(e): Violations of the law and customs applicable in non-international 
armed conflicts.
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Mens rea:

 – The perpetrator intends to commit the act, cause its effects or is aware that it 
will occur in the ordinary course of events.

 – The perpetrator is aware of factual circumstances that established the existence 
of an armed conflict.227

Contextual elements:
 – For Crimes under article 8(2)(a)&(b): The conduct took place in the context of 

and was associated with an international armed conflict (IAC).

 – For Crimes under article 8(2)(c)&(e): The conduct took place in the context of 
and was associated with a non-international armed conflict (NIAC).

4. Crime of Aggression

Actus reus:

 – The act of aggression is the use of armed force by a State against the sove-
reignty, territorial integrity or political independence of another State, or in any 
other manner inconsistent with the Charter of the United Nations.228

Mens rea:

 – The perpetrator intends to commit the act, cause its effects or is aware that it 
will occur in the ordinary course of events.

227		There is no requirement for a legal evaluation by the perpetrator as to the existence of an armed conflict or its 
character as international or non-international, it only requires awareness of the factual circumstances that estab-
lished the existence of an armed conflict.

228		The crime of aggression has no different modalities for its commission.
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 – The perpetrator was aware of the factual circumstances that established that 

such a use of armed force was inconsistent with the UN Charter, as well as a 
manifest violation of said Charter.

Moreover, in terms of the mens rea, the Statute allocated in Article 30 a blanket provi-
sion applicable in addition to each crime’s specific mental element requirements. It states that a 
person can be held criminally responsible and liable for punishment only if the material elements 
of the crime were committed with intent and knowledge. On the one hand, it defines “intent” 
whereby the person means to engage in a conduct or cause a consequence or is aware that 
it will occur in the ordinary course of events. On the other hand, it construes “knowledge” as 
awareness that a circumstance exists, or a consequence will occur in the ordinary course of 
events.229

The fact that the above blanket provision effectively constitutes an additional require-
ment230 has been widely questioned as it has been reflected as setting a higher threshold and 
thus –unfairly to some– limiting the scope of persons that may be held accountable under the 
Statute.

Modes of Responsibility

After looking into the ratione materiae elements of possible crimes committed by or 
with the use of AWS, we must look at the ratione personae factors necessary in order to estab-
lish individual criminal responsibility as we know it.

229		Rome Statute, art. 30; see International Criminal Court (ICC), Prosecutor v. Thomas Lubanga Dyilo, Decision on 
the Confirmation of Charges, at 350-352, (7 February 2007).

230		ICC, Prosecutor v. Thomas Lubanga Dyilo, Judgment pursuant to Article 74 of the Statute, at 1014-1018 (5 April 
2012).
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The person who commits the crime is the perpetrator231 and there can be different 
(co)perpetrators of the same crime provided that the actions of each person satisfy the requisite 
elements of the crime in question.232

Thus, we must now look into the status quo applicable provisions of the Rome Stat-
ute, i.e., Articles 25 on modes of responsibility and 28 on command responsibility.

Let us begin by dissecting Article 25 on individual criminal responsibility.233 First of all, 
one must note it delimits the jurisdiction of the Court over natural persons, thus excluding ab 
initio the possibility of attributing responsibility to the technology itself.

Secondly, the person shall be individually responsible and liable for punishment if that 
person:

 – Commits such a crime, whether as an individual, jointly with another or through 
another person, regardless of whether that other person is criminally responsible;

 – Orders, solicits or induces the commission of such a crime which in fact occurs 
or is attempted;

 – For the purpose of facilitating the commission of such a crime, aids, abets or 
otherwise assists in its commission or its attempted commission, including pro-
viding the means for its commission;

231		‘Perpetrator, n’, Oxford English Learner Dictionaries available at: <https://www.oxfordlearnersdictionaries.com/
definition/american_english/perpetrator#:~:text=a%20person%20who%20commits%20a,bring%20the%20per 
petrators%20to%20justice.> accessed 3 February 2021.

232		See ICTY, Prosecutor v. Kunarac et al., Trial Judgement, at 390 (22 February 2001); International Criminal Tribunal 
for Rwanda (ICTR), Prosecutor v. Kayishema & Ruzindana, Appeal Judgement, 187 and 192 (1 June 2001); ICTY 
Prosecutor v. Krstic, Trial Judgement, at 601 (1 August 2001).

233		Rome Statute, art. 25; see generally Kai Ambos, Article 25, Individual Criminal Responsibility, in Otto Triffterer (ed.), 
Commentary on the Rome Statute of the International Criminal Court: Observers’ Notes, Article by Article, 2nd 
Edition (2008).
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 – In any other way contributes to the commission or attempted commission of 

such a crime by a group of persons acting with a common purpose. This contri-
bution must be intentional and shall either be made with the aim of furthering the 
criminal activity or purpose of the group, or be in the knowledge of the intention 
of the group to commit the crime;

 – In respect of the crime of genocide, directly and publicly incites others to com-
mit genocide;

 – Attempts to commit such a crime by taking action that commences its execu-
tion by means of a substantial step, but the crime does not occur because of 
circumstances independent of the person’s intentions.

Further, the crime of aggression can only be committed by a person who is effectively 
in a position to exercise control over or to direct the political or military action of the State which 
committed the act of aggression.

Moreover, the Statute clearly states that no provision relating to individual criminal 
responsibility shall affect the responsibility of States under international law.

Additional to those of Article 25, the Statute provides for an important different mode 
of liability in Article 28, which is known as command responsibility and will be addressed in 
detail below.234 This modality is applicable to military commanders or persons effectively acting 
as a military commander for crimes committed by forces under their effective command and 
control, or effective authority and control as the case may be, as a result of their failure to exer-
cise control properly over such forces.

The distinction between the various modes of liability is of paramount importance 
when it comes to sentencing.235

234		See Command Responsibility.
235		Jones & Powles, International Criminal Practice, supra note 199, at 414-415.
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In Concreto: Who Could Be Responsible for Doing What?

It is a fact that the unique nature of AWS necessitates the involvement of diverse 
actors in the different stages of their development, evaluation and throughout their use until final 
deployment.236

In this sense, the author argues that these actors could be broadly grouped into three 
categories:

 – Creators (manufacturers, developers, roboticists, programmers);

 – Users (commanders, soldiers or civilian operators);

 – Authorizers (civilian and military leaders).

First of all, it is paramount to stress that in congruence with the principles of ac-
countability observed by international law, the responsibility of one person does not affect the 
responsibility of another.237

Accordingly, the fact that a manufacturer can bear a certain criminal responsibility 
does not exclude the end users from bearing a different type of criminal responsibility238 how-
ever they are not necessarily dependent on each other.

236		Heyns, Report on Extrajudicial, Summary or Arbitrary Executions, supra note 148, at 79.
237		Rome Statute, art. 25(4); ICTY, Prosecutor v. Tadic, Appeals Judgment, at 227-29 (15 July 1999), the Chamber 

describes the elements that need to be satisfied for aiding and abetting.
238		ICTY, Prosecutor v. Delalić, Appeals Judgment, 182 (20 February 2001); see also Grodzinsky, Frances et al., 

Moral Responsibility for Computing Artifacts, “the Rules” and Issues of Trust, Computer Science & Information 
Technology at 16 (2012) [hereinafter: Grodzinsky et al., Moral Responsibility for Computing Artifacts]; rule 2 pro-
vides “[t]he shared responsibility of computing artefacts is not a zero-sum game. The responsibility of an individual 
is not reduced simply because more people become involved in designing, developing, deploying or using the 
artifact”.
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Traditionally, for the purposes of holding a combatant responsible for war crimes, IHL 

and ICL are not concerned about the manufacturer of the weapon they used.239 It is concerned 
about the bearer of the weapon, the one who chose to use that particular weapon or who or-
dered or authorized its deployment.240 The reasoning behind this is that the combatant is the 
individual who is effectively in control of the weapon and also who makes the choices regarding 
which weapon to use.

For the end user (the person deploying the weapon) the golden and most basic rule 
is that they must never use a weapon which effects they cannot control.241 The combatant or 
fighter must only use those weapons that do not obfuscate their responsibilities under interna-
tional law.242 These same constraints also apply to leaders who are responsible for making the 
decisions of which weapons to authorize for deployment by their armed forces.

Of course, in an additional way, manufacturers can certainly be co-perpetrators, aid-
ers or abettors of the crime if the requisite conditions are fulfilled.

Also, those in leadership positions who authorize their development, use and/or de-
ployment must also bear another form of criminal responsibility for their catalyst participation. 
It is clear that in order to be just, each one of these actors must be responsible in their own 
capacity.

239		See Chengeta, Accountability Gap, supra note 155, at 35.
240		See API, art. 75(4)(b); APII, art. 6(2)(b); GC IV, art. 33; Hague Convention (IV) of 1907 Respecting the Laws and 

Customs of War on Land and its Regulations, art. 50; Henckaerts & Doswald, Customary IHL, supra note 125, 
Rule 102; Weizmann et al., AWS under International Law, supra note 155, at 25; note the critic in Heyn’s ap-
proach “for violating the fundamental principle that no penalty may be inflicted on a person for an act for which he 
or she is not responsible”.

241		API, art. 51(4).
242		Id.
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Users: Command Responsibility

In the view of some scholars, Article 28 of the Rome Statute on command responsi-
bility is the best suited to deal with operators of AWS since commanders are the closest actors 
to exercise “effective command and control” as required by this liability mode.243

However, it is the firm opinion of the author that this is neither an adequate nor desir-
able solution.

Command responsibility is a criminal modality that has become part of customary 
international law244 and is widely considered as a tool to reinforce deterrence and prevent im-
punity.245 Command responsibility allows commanders to be held accountable for the actions 
of their subordinates for the failure to prevent or punish the commission of crimes by such 
subordinates.246

In IHL and ICL alike, a commander has been understood to be a natural person ex-
ercising authority over natural persons in a military operation.247 Likewise, the fact that Article 
28 of the Rome Statute uses terms such as “forces” and “subordinates” who are capable of 

243		See generally Margulies, Making Autonomous Weapons Accountable, supra note 159.
244		ICTY, Prosecutor v. Delalić, Trial Judgment, at 330-343 (16 November 1998) [hereinafter: ICTY, Delalić’s Judg-

ment]; Jones & Powles, International Criminal Practice, supra note 199, at 432-3.
245		T. Markus Funk, Victim’s Rights and Advocacy in the International Criminal Court, at 16 (2010).
246		Swart, Modes of International Criminal Liability, supra note 206, at 88; see International Criminal Law Services, 

Modes of liability: Superior Responsibility. Module 10 of training materials, at 3-7, (2018) available at: <https://iici.
global/0.5.1/wp-content/uploads/2018/03/icls-training-materials-sec-10-superior-responsibility.pdf>.

247		Jones & Powles, International Criminal Practice, supra note 199, at 424; Michael L. Smidt, Yamashita, Medina, 
and Beyond; Command Responsibility in Contemporary Military Operations, 164 Military Law Review, at 168-69, 
176 (2000) [hereinafter: Smidt, Yamashita, Medina, and Beyond].

Esta obra forma parte del acervo de la Biblioteca Jurídica Virtual del Instituto de Investigaciones Jurídicas de la UNAM 
https://www.juridicas.unam.mx/ 
https://biblio.juridicas.unam.mx/bjv

https://revistas.juridicas.unam.mx/ Libro completo en 
https://tinyurl.com/bb4zekcj

DR © 2021. Universidad Nacional Autónoma de México, 
Instituto de Investigaciones Jurídicas



80

s
e

r
ie

 o
pi

ni
on

es
 té

cn
ic

as
 s

ob
re

 te
m

as
 d

e 
re

le
va

nc
ia

 n
ac

io
na

l /
 4

1
being subjected to prosecution and punishment clearly refers to humans on the battlefield,248 
not machines.249

Consequently, command responsibility is inapplicable to those individuals deploying 
AWS given that no analogy may be drawn between the relationship of human superiors and 
their subordinates and the interactions of humans operating machines.250 The continued referral 
of a person deploying AWS as a commander fuels the misleading impression that AWS are 
somewhat combatants or fighters,251 thus adding to the anthropomorphic conceptual distortion 
explained earlier.252

Moreover, under the Rome Statute regime, in order for a commander to be held 
responsible for the actions of their subordinates, there are six basic elements that must be 
satisfied:253

1. Crimes under the jurisdiction of the Court were committed by armed forces;

2. The accused is a de jure or de facto military commander;

248		See Chengeta, Accountability Gap, supra note 155, at 32. He compares the definition of Commander within the 
Rome Statute’s article 28 and the definition in Customary International Law; see cf. Smidt, Yamashita, Medina, 
and Beyond, supra note 247, at 176.

249		Id; see also Guénaël Mettraux, The Law of Command Responsibility, at 5-11 (2009), [hereinafter: Mettraux, The 
Law of Command Responsibility].

250		Id., at 50.
251		Docherty, Losing Humanity, supra note 179, at 4, 33-34, 42-43.
252		See above: What Kind of Accountability Can We Expect?
253		Rome Statute, art. 28; see also API, arts. 86(2), 87; ICC, Prosecutor v. Jean Pierre Bemba Gombo, Judgment 

Pursuant to Article 74, at 170 (21 March 2016) [hereinafter: ICC, Bemba’s Judgment].
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3. The accused had effective control over the forces that committed the crimes;

4. The accused knew or owing to the circumstances, should have known, that the 
forces were committing or about to commit such crimes;

5. The accused failed to take all necessary and reasonable measures within his pow-
er to prevent or repress the commission of such crimes or submit the matter to 
competent authorities for investigation and prosecution; and

6. The crimes committed by the forces must have been a result of the failure to exer-
cise control properly.

The above elements are a result of carefully refined jurisprudence of various inter-
national criminal courts and tribunals.254 However, it is noteworthy that the caselaw on com-
mand responsibility took an unexpected turn after the controversial ICC Appeals Chamber 
(AC) decision in the Prosecutor v Bemba Gombo case255 in which the accused was acquit-

254		See ICC, Bemba’s Judgment, supra note 253, at 170-213; ICTY, Delalić’s Judgment, supra note 244, at 338-
340; ICTY Prosecutor v. Galik, Trial Judgment, at 173 (5 December 2003); see Swart, Modes of International 
Criminal Liability, supra note 206, at 88-89.

255		ICC, Prosecutor v Bemba Gombo, Judgment on the Appeal against Trial Chamber III’s Judgment Pursuant to 
Article 74 of the Statute, at 167-171 (8 June 2018). Bemba was acquitted on appeal from a conviction for crimes 
against humanity and war crimes on the basis of command responsibility. The majority of the Appeals Chamber 
held, inter alia, that the scope of the duty to take ‘all necessary and reasonable measures’ is intrinsically connect-
ed to the extent of a commander’s material ability to prevent or repress the commission of crimes or to submit the 
matter to the competent authorities for investigation and prosecution considering that ‘[a]n assessment of wheth-
er a commander took all “necessary and reasonable measures” must be based on considerations of what crimes 
the commander knew or should have known about and at what point in time’; furthermore, the majority held that 
‘it is not the case that a commander is required to employ every single conceivable measure within his or her 
arsenal, irrespective of considerations of proportionality and feasibility’ since it was necessary ‘to consider other 
parameters, such as the operational realities on the ground at the time faced by the commander’ emphasizing 
that [t]here is a very real risk, to be avoided in adjudication, of evaluating what a commander should have done 
with the benefit of hindsight. Simply juxtaposing the fact that certain crimes were committed by his subordinates 
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ted, at least in part, due to the fact that he was a remote commander operating in a foreign 
country.256

Particularly, on the appeal judgment, the AC focused on the fifth of the above ele-
ments, whether Bemba “took all necessary and reasonable measures” within his power to pre-
vent or repress the commission of such crimes or submit the matter to competent authorities 
for investigation and prosecution, and unlike the Trial Chamber, reaching the conclusion that 
he did.257

It follows that the “effective control” threshold is set to require that the commander 
has the material ability to prevent or repress the commission of crimes or submit the matter to 
the competent authorities.258 However, as has been stated above, machines have no moral 
agency259 and thus cannot be punished.260

In this regard, the nature of command responsibility does not allow commanders to 
abdicate their moral and legal obligations to determine if the use of force is appropriate in a 

with a list of measures which the commander could hypothetically have taken does not, in and of itself, show 
that the commander acted unreasonably. The trial chamber must specifically identify what a commander should 
have done in concreto.’

256		Id., at 170-171. On the facts, the majority held, inter alia, that ‘the Trial Chamber paid insufficient attention to the 
fact that the MLC troops were operating in a foreign country with the attendant difficulties on Mr Bemba’s ability, 
as a remote commander, to take measures.’

257		Id., at 120-136, 184-194.
258		Id., at 167; see also Bemba Judgment, supra note 253, at 183-184.
259		See above in: What Kind of Accountability Can We Expect?
260		Chengeta, Accountability Gap, supra note 155, at 11; see also Wagner, Taking Humans out of the Loop, supra 

note 168, at 5, 11; Asaro, On banning AWS, supra note 168, at 693; Kenneth Einar Himma, Artificial Agency, 
Conciousness, and the Criteria for Moral Agency: What Properties Must an Artificial Agent Have to be a Moral 
Agent?, 11 Ethics & Information Technologies, at 19-29 (2009).
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given situation.261 When they delegate obligations to a subordinate, they still retain the duty to 
oversee the conduct of that responsible human agent. Consequently, insofar as AWS are not 
responsible human agents, commanders cannot delegate any authority to them.262

Another requirement for this form of liability is evidence that the commander should 
have known, owing to the circumstances at the time, that crimes were about to be, or were, 
committed.263 While this actually lowers the mental element requirement comparably to a neg-
ligence threshold, given the unpredictable nature of AWS, some authors have argued in favor 
of the potential operators putting forth the defense that to the best of their knowledge, the AWS 
would comply with IHL targeting norms.

However, the author counterargues that users should have —at a minimum— a good 
grasp of the AI capabilities, and therefore of the residual risk of unpredictability, well before de-
ploying it.

Contrary to those defense arguments, the result of the unpredictability of an AWS 
with full or high levels of autonomy functioning in unstructured environments264 is in fact that 
once it is deployed all of its eventual actions are by default attributable either to the programmer 
or the individual deploying it.265 In this regard, the mere deployment of an AWS is already an 
exercise of sufficient control by the user.266

261	 Asaro, On banning AWS supra note 168, at 701.
262		Id.
263		See Rome Statute, art. 28; ICC, Bemba’s Judgment, supra note 253, at 50-53, 170, 196.
264		Chengeta, Accountability Gap, supra note 155, at 34. Chengeta notes that Michael Schmitt while defending 

AWS ignores the problem of unpredictability; see generally Schmitt, AWS and IHL, supra note 29.
265		See Schmitt, AWS and IHL, supra note 29, at 16-17, 33.
266		See Chengeta, Accountability Gap, supra note 155, at 34.

Esta obra forma parte del acervo de la Biblioteca Jurídica Virtual del Instituto de Investigaciones Jurídicas de la UNAM 
https://www.juridicas.unam.mx/ 
https://biblio.juridicas.unam.mx/bjv

https://revistas.juridicas.unam.mx/ Libro completo en 
https://tinyurl.com/bb4zekcj

DR © 2021. Universidad Nacional Autónoma de México, 
Instituto de Investigaciones Jurídicas



84

s
e

r
ie

 o
pi

ni
on

es
 té

cn
ic

as
 s

ob
re

 te
m

as
 d

e 
re

le
va

nc
ia

 n
ac

io
na

l /
 4

1
The view of the author is that if there is room for any unforeseeability in relation to 

the deployment of a weapon such as AWS, then it is reasonably foreseeable to expect the 
worst-case scenario, thereby attracting the corresponding criminal responsibility for any crimes 
committed.267 In other words, whenever a crime is committed as a result of the use of AWS, it 
is the individual who deployed it who is criminally liable.268

Therefore, when they are developed, they must not be given autonomy or functions 
that make them cease being weapons but de facto robot combatants. Rather, AWS must al-
ways be developed in a manner that they remain weapons in the hands of a fighter who is liable 
on the basis of individual responsibility in cases where crimes are committed.269

Understandably, concepts of law can sometimes be adjusted to address new situ-
ations, but regarding this attempted fictional equation of AWS to combatants, the concept of 
command responsibility cannot be stretched so far without inherently losing its essence.

In the author’s view, the only instance where the issue of command responsibility is 
relevant is when the commander or civilian who supervises the individual programming or de-
ploying an AWS knew or should have known that their subordinate was programming or using 
an AWS in an unlawful manner and did nothing to prevent or stop it or punish them after the 
fact.270 This is just the same line of reasoning as in relation to other weapons.

Consequently, command responsibility cannot be applicable to a human-machine 
relationship because there is no legal justification to allocate combatant status to AWS - they 
are weapons and those who deploy them are the combatants. Conclusively, from a legal per-

267		Schmitt, AWS and IHL, supra note 29, at 16-18, 33.
268		Weizmann et al., AWS under International Law, supra note 155, at 24-25.
269		Sassóli, Autonomous Weapons and IHL, supra note 52, at 308, 324.
270		Mettraux, The Law of Command Responsibility, supra note 249, at 55; Schmitt, AWS and IHL, supra note 29, at 

33-34.
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spective, AWS cannot and should not commit crimes. As Seneca observed, “a sword is never 
a killer, it is a tool in the killer’s hands”.271

Nonetheless, in light of the hurdles explained above, a different group of scholars 
has suggested a revision of the doctrine of command responsibility in order to facilitate pinning 
down an actual culprit. This would require lowering the mental element standard.

In this line of thought, it is argued that with ‘a modest revision of the doctrine’ that 
extends its application to the supervision of machines272 command responsibility would apply if 
there was a requirement of “dynamic diligence” on the part of commanders.273

This approach would necessitate at least the following: a dedicated command struc-
ture, technical expertise, real-time human monitoring (including an AWS capability to request 
a review), periodic and frequent review of outputs, the input of dynamic parameters governing 
AWS use in relation to time, distance and maximum expected collateral damage, and that tar-
get selection decisions be transparent and interpretable to humans.274

This alternative intends to offer a more apt solution by normatively characterizing the 
commander as a direct perpetrator, without needing to rely on a contorted doctrine of com-
mand responsibility that equates an autonomous machine with a subordinate.275

271		Letters to Lucilius, 1st c., cited in Michael C. Thomsett & Jean F. Thomsett (eds.), War and Conflict Quotes, at 
158 (1997).

272		Margulies, Making Autonomous Weapons Accountable, supra note 159, at 441.
273		Id., at 406.
274		Id., at 431-40; see also Allyson Hauptman, ‘Autonomous Weapons and the Law of Armed Conflict’ 218 (Winter) 

Military Law Review 194-5 (2013); ICRC, Ethics and AWS, supra note 122, at 1, 5; Stewart, New Technology 
and the Law of Armed Conflict, supra note 158, at 291-292.

275		Similar conclusions are reached by HRW, Mind the Gap, supra note 158; Chengeta, Accountability Gap, supra 
note 155, at 31-4; Heather M Roff, Killing in War: Responsibility, Liability, and Lethal Autonomous Robots in 
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In any case, considering all of the above, despite command responsibility might be 

viewed by some as an attractive fix given that it would recognize the autonomy of an AWS, it is 
contended in this study that it is an inadequate avenue to bridge the accountability gap given 
the current legal challenges to meet the doctrinal criteria.

Creators: Aiding and Abetting

On the other hand, some scholars have looked into the responsibility of the AWS 
manufacturer, developer or programmer, arguing that they will exert greater control over not only 
the range of actions the weapons system is capable of performing, but over the specific actions 
that it, in fact, performs after being deployed.276

The author notes that it is more likely that the actions of these types of actors concern 
the domain of national courts, unless their conduct satisfies all the constitutive elements of a 
crime within the jurisdiction of the ICC.277

In that event, it is argued that Article 25(3)(c) of the Rome Statute, referring to aiding 
and abetting, 278 would be the best suited to deal with designers and manufacturers of AWS.279

Fritz Allhoff, Nicholas G Evans and Adam Henschke (eds.), Routledge Handbook of Ethics and War: Just War 
Theory in the Twenty-First Century Routledge, at 352, 358 (2013); Daniele Amoroso & Guglielmo Tamburrini, 
Autonomous Weapon Systems and Meaningful Human Control: Ethical and Legal Issues, Curr Robot Rep at 19 
(2020) [hereinafter: Amoroso & Tamburrini, AWS and Meaningful Human Control]; Rebecca Crootof, War Torts: 
Accountability for Autonomous Weapons, University of Pennsylvania Law Review, at 1379-81 (2016).

276		Tim McFarland and Tim McCormack, Mind the Gap: Can Developers of Autonomous Weapon Systems be Liable 
for War Crimes? 90 International Law Studies, at 366 (2014) [hereinafter: McFarland & McCormack, Mind the Gap].

277		Rome Statute, art. 5; see also ICC, Elements of Crimes, supra note 226.
278		“For the purpose of facilitating the commission of such a crime, aids, abets or otherwise assists in its commission 

or its attempted commission, including providing the means for its commission”.
279		McFarland & McCormack, Mind the Gap, supra note 276, at 376-378.
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This provision establishes a form of accessory liability where intent is always re-
quired,280 i.e., with the purpose to facilitate the crime, as mere knowledge is not enough for 
responsibility under this article.281 According to the Court, what is required is that the person 
provides assistance to the commission of a crime and that, in engaging in this conduct, they 
intend to facilitate the commission of the crime.282 Such assistance does not need to be “sub-
stantial”283 since the liability of accessories requires a lesser contribution than those incurring 
on principal liability.284

Concretely, “aiding” implies the provision of practical or material assistance in the form 
of providing the means for the commission of a crime whereas “abetting” describes the moral 
or psychological assistance of the accessory to the principal perpetrator, taking the form of 

280		In some cases, ‘the intent’ required for article 25(3)(c) has been established by the Court analyzing article 25(3)
(d), which merely requires ‘knowledge’ in opposition to inter alia article 25(3)(c); see for instance: ICC, Prosecutor 
v. Lubanga Dyilo, Decision on the confirmation of charges, at 337 (29 January 2007) [hereinafter: ICC, Lubanga’s 
Confirmation of Charges]; ICC, Prosecutor v. Mbarushimana, Decision on the Prosecutor’s Application for a War-
rant of Arrest against Callixte Mbarushimana, at 38-39 (28 September 2010); ICC, Prosecutor v. Mbarushimana, 
Decision on the confirmation of charges, at 289 (16 December 2011) [hereinafter: ICC, Mbarushimana’s Confir-
mation of charges].

281		ICC, Mbarushimana’s Confirmation of charges, supra note 280, at 274; see also ICC, Prosecutor v. Ngudjolo 
Chui, Judgment pursuant to Article 74 of the Statute, Concurring Opinion of Judge Christine Van den Wyngaert, 
at 25 (18 December 2012); she addresses the fact that the Rome Statute adds a stricter mental element for aid-
ing and abetting (i.e., the intent or purpose) than that under Article 7(1) of the ICTY’s statute, which only required 
knowledge.

282		 ICC, Prosecutor v. Blé Goudé, Decision on the confirmation of charges against Charles Blé Goudé, at 167 (11 
December 2014) [hereinafter: ICC, Blé Goudé’s Confirmation of Charges].

283		ICC, Prosecutor v. Dominic Ongwen, Decision on the Confirmation of charges against Dominic Ongwen, at 43 
(23 March 2016); ICC, Prosecutor v. Al Mahdi, Public redacted Decision on the confirmation of charges against 
Ahmad Al Faqi Al Mahdi, at 26 (24 March 2016).

284		ICC, Prosecutor v. Lubanga Dyilo, Judgment pursuant to Article 74 of the Statute, at 997-998 (14 March 
2012).
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encouragement of or even sympathy for the commission of the particular offense, which does 
not need to be explicit.285

The Court has stated that this kind of assistance must have an effect on the commis-
sion of the crime, yet the contribution is not held to a specific threshold and the participation of 
the accessory need not be condition sine qua non to the commission of the principal crime. 
The only requirement is that the individual furthered, advanced or facilitated the commission of 
such crime, before, during or after the fact,286 with the purpose of doing so.287

It is important to recall that this liability mode is accessorial, derivative of the main 
conduct of a principal perpetrator.288 This means it is dependent on the commission, or at least 
attempted commission, of an offense by the principal perpetrator - albeit it is not required that 
the latter is identified, charged or convicted.289

Furthermore, it is argued that it wouldn’t even be necessary to prove that there 
was a common plan between the manufacturer and the individual who deploys the AWS. 
According to earlier jurisprudence, since an aider or abettor is always an accessory to a crime 
perpetrated by another person,290 no proof is required of the existence of a common concert-
ed plan, let alone of the preexistence of such a plan.291 The person deploying the AWS who 

285		ICC, Bemba’s Judgment, supra note 253, at 88-89.
286		ICC, Prosecutor v. Jean Pierre Bemba et al., Judgment pursuant to Article 74 of the Statute, at 96 (19 October 

2016) [hereinafter: ICC, Bemba et al., Judgment].
287		Id., at 90-97.
288		See ICC, Lubanga’s Confirmation of Charges, supra note 280, at 337.
289		ICC, Bemba et al., judgment, supra note 286, at 83-85.
290		ICTY, Prosecutor v. Kordić & Erkez, Trial Judgement, at 399 (26 February 2001).
291		See ICTY, Prosecutor v. Tadic, Appeals Chamber Judgment, at 227-9 (15 July 1999).
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is the principal may not even know about the accomplice’s (manufacturer or programmer’s) 
contribution.292

However, the author identifies two main hurdles for prosecutions against creators as 
accessories.

The first is the mens rea requirement, for it must be proven that:293

a) They act with awareness of the eventual physical perpetrator’s intention to commit 
the crime;

b) They act with the knowledge that their conduct would assist in the perpetration of 
the offense; and

c) They act for the purpose of facilitating said crime.

The second is that if attempting to make a war crimes charges, in most cases it will 
be difficult to establish the required contextual element that the creator’s conduct took place 
in the context of, and was associated with, an armed conflict because generally their kind of 
contributions will be completed in the weapon’s development phase, which could likely occur 
prior to the commencement of the relevant armed conflict.294

Therefore, there must be a revision on the contextual element to either explicitly in-
clude, or be interpreted as to implicitly include, acts of preparation prior to the commencement of 
the armed conflict provided that the completion of the crime occurred in the relevant context.295

292		Chengeta, Accountability Gap, supra note 155, at 22.
293		McFarland & McCormack, Mind the Gap, supra note 276, at 380; see also ICC, Blé Goudé’s Confirmation of 

Charges, supra note 282.
294		Id., 372-4.
295		Id., 384.
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Hence, accessorial liability, as it currently stands may equally not provide an appro-

priate framework for a satisfactory solution and therefore must also be subject to adaptations 
because a human must always decide how to program the system, and clearly, that individ-
ual must be held accountable for programming it to engage in actions that amounted to war 
crimes.296 It has been noted that it is a creator’s duty to ensure that AWS are as safe as possible 
to both combatant and noncombatant alike.297

Considerations for Revisions

As can be observed above, there is a lack of an appropriate parallel in the Rome 
Statute. Therefore, in order to properly bridge the impunity gap the international community 
must make room for legal adaptations that can encompass the operational realities, be it by 
incorporating an AWS specific crime or accepting an “AWS-friendly” mode of responsibility.

This can happen in two ways, either by the stretching out the existing statutory frame-
work via jurisdictional interpretations or by normatively incorporating new elements.

Since the former can only happen ex post facto, it is imperative to mobilize the efforts 
necessary to materialize the latter.

In order to do so, Article 21(1)(c) of the Statute recognizes that in exceptional cases 
general principles of law derived from national laws of legal systems of the world could be ap-
plicable law for the Court.298 It is the author’s contention that the legal lacuna surrounding AWS 

296		Schmitt, AWS and IHL, supra note 29, at 33.
297		Ronald C. Arkin, Governing Lethal Behavior: embedding Ethics in a Hybrid Deliberative/ Reactive Robot Architec-

ture, at 9 (2011).
298		While the Court has not often made inquiries regarding this article, it is able to do so as shown in: ICC, Prosecutor 

v. Katanga, Public Redacted Judgment on the Appeals against the Order of Trial Chamber II of 24 March 2017 

Esta obra forma parte del acervo de la Biblioteca Jurídica Virtual del Instituto de Investigaciones Jurídicas de la UNAM 
https://www.juridicas.unam.mx/ 
https://biblio.juridicas.unam.mx/bjv

https://revistas.juridicas.unam.mx/ Libro completo en 
https://tinyurl.com/bb4zekcj

DR © 2021. Universidad Nacional Autónoma de México, 
Instituto de Investigaciones Jurídicas



91

s
e

r
ie

 o
pi

ni
on

es
 té

cn
ic

as
 s

ob
re

 te
m

as
 d

e 
re

le
va

nc
ia

 n
ac

io
na

l /
 4

1

would squarely merit invoking this provision.

Therefore, we must take a look at criminal responsibility models prevalent in most 
national legal systems in order to find the most hospitable scheme for AWS.

It is important to clarify that the two models explained below are not alternative to 
each other, they could be applied coordinately and simultaneously in order to create a full image 
of criminal liability in the specific context of AI system involvement.299 As a result, when AWS 
and humans are involved directly or indirectly in the perpetration of a specific crime, it would be 
much more difficult to evade criminal liability.

Modes of Responsibility

Perpetration-by-Another

In most legal systems,300 when a crime is committed by an innocent agent, i.e., 
where a person causes a child,301 a mentally incompetent,302 or a person who lacks a criminal 

Entitled “Order for Reparations pursuant to Article 75 of the Statute”, at 148 (8 March 2018); ICC, Prosecutor v. 
Lubanga, Decision Regarding the Practices Used to Prepare and Familiarise Witnesses for Giving Testimony at 
Trial, at 40-1 (1 December 2007).

299		Gabriel Hallevy, The Criminal Liability of Artificial Intelligence Entities- From Science Fiction to Legal Social Control, 
Akron Law Jorunals, at 196 (2016) [hereinafter: Hallevy, The Criminal Liability of AI].

300	 See Fletcher, G.P. Rethinking Criminal Law, New York, Oxford University Press, at 639 (2000); see also ICC, 
Prosecutor v Germain Katanga and Mathieu Ngudjolo Chui, Decision on the Confirmation of Charges, at 495 (30 
September 2008) [hereinafter: ICC, Katanga’s Confirmation of Charges].

301	 Maxey v. United States, 30 App. D.C. 63 (App.D.C.1907); Commonwealth v. Hill, 11 Mass. 136 (1814); R v 
Michael, (1840) 2 Mod. 120, 169 E.R. 48.

302		Johnson v. State, 142 Ala. 70, 38 So. 182 (1904); People v. Monks, 133 Cal. App. 440, 24 P.2d 508 (Cal.
App.4Dist.1933).
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state of mind to engage the conduct,303 that person is criminally liable as a perpetrator-by-an-
other.304 In such cases, the intermediary is regarded as a mere instrument and the originating 
actor (the perpetrator-by-another) is the real perpetrator.305 That perpetrator-by-another is liable 
for the conduct of the innocent agent, and the liability is determined on the basis of the con-
duct306 and their mental state.307

Quite a controversial approach has emerged around this modality, drawing an analo-
gy between the bellicose use of AWS and the recruitment and use of child soldiers308 for they 
are both not “conscious” agents committing a crime and thus absolved of responsibility for their 
participation in, or perpetration of, international crimes.309 The parallel is drawn by the fact that 
although child soldiers are autonomous —perhaps even much more than AWS— they “lack full 
moral autonomy”.310 This vitiates their understanding of the full moral dimensions of what they 
do, thereby rendering child soldiers as ill-suited objects of punishment,311 and thus ineligible for 
a combatant role, just as AWS.312

303		United States v. Bryan, 483 F.2d 88 (3rd Cir.1973); Boushea v. United States, 173 F.2d 131 (8th Cir.1949).
304		Morrisey v. State, 620 A.2d 207 (Del.1993); Conyers v. State, 367 Md. 571, 790 A.2d 15 (2002); ICC, Katanga’s 

Confirmation of Charges, supra note 300, at 495.
305		Hallevy, The Criminal Liability of AI, supra note 299, at 179.
306		Dusenbery v. Commonwealth, 220 Va. 770, 263 S.E.2d 392 (1980).
307		United States v. Tobon-Builes, 706 F.2d 1092 (11th Cir.1983); United States v. Ruffin, 613 F.2d 408 (2nd Cir.1979).
308		Sparrow, Killer Robots, supra note 45, at 73-4; see Henckaerts & Doswald, Customary IHL, supra note 125, at 

482-85 (2005), Rule 136 deals with the recruitment of child soldiers.
309		Liu, Refining Responsibility, supra note 163, at 343-4; Davison, AWS under IHL, supra note 44, at 17.
310		Sparrow, Killer Robots, supra note 45, at 73.
311		Id., at 73.
312		Henckaerts & Doswald, Customary IHL, supra note 125, at 482-85, Rule 136.
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In this respect, Article 26 of the Rome Statute indeed states that the Court shall have 
no jurisdiction over any person who was under the age of 18 at the time of the alleged com-
mission of a crime. Albeit in the author’s view it is a rather long shot to equate human children 
to AWS, at a minimum because the criminalization of the recruitment and use of child soldiers 
is aimed at the protection of those children,313 not those who they might in turn harm. In this 
regard, it would be extremely inappropriate to grant AWS the same “innocent agent” consider-
ation afforded to children.

Moreover, scholars advancing this notion claim that the potential void that the afore-
said creates in terms of individual responsibility is avoided by the clear prohibition of introducing 
child soldiers into armed conflict in the first place.314 They further state that an individual would 
not be responsible for the crimes committed by the child soldiers but, rather, for having intro-
duced them as irresponsible entities into the battlefield.315 This line of reasoning could serve 
to promote the AWS specific crime proposition detailed below,316 or at least an ab initio AWS 
prohibition posture.

In any case, the real question is who the perpetrator-by-another is. As stated above, 
the author considers three possible groups of persons, the creators, the users and the autho-
rizers.

Regarding those three possibilities, the actus reus of the crime has been carried out 
by the AI system. The perpetration-by-another liability model considers the conduct committed 

313		Liu, Refining Responsibility, supra note 163, at 343.
314		Id.
315		Id., at 343-4.
316		See below, AWS Specific Crime.
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by the AI system as if it is the programmer’s, the user’s or the authorizer’s on grounds of its 
instrumental usage as an innocent agent, 317 as it is legally merely a machine.

However, it could be argued that this model finds more complexity when the AI sys-
tem has not been specifically designed to commit the crime in question and committed it pur-
suant to its deep learning capabilities, i.e., the experience or knowledge it has gained by itself.

In this sense, some scholars would argue that given that this model requires the 
intention of the programmers or the users to commit an offense through the AWS using some 
of its capabilities instrumentally, if there is room for the AI system to be considered a “semi-in-
nocent agent” due to some degree of autonomy, this model could be challenged.318

The Natural Probable Consequence 
Liability Model

For cases in which the previous model cannot provide a suitable solution, the natural 
probable consequence liability model could come into play. This model could also be applica-
ble as a response to the current state of debates, in which the “unpredictability” argument is 
used as an excuse for liability.

317		The AI system is used as an instrument and not as a participant, although it uses its features of processing infor-
mation; see, e.g., George R. Cross and Cary G. Debessonet, An Artificial Intelligence Application in the Law: 
CCLIPS, A Computer Program that Processes Legal Information, 1 HIGH TECH. Law Journal, at 329 (1986).

318		Nicola Lacey and Celia Wells, Reconstructing Criminal Law – Critical Perspectives on Crime and the Criminal 
Process, 2nd ed. at 53 (1998).
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This model of criminal liability considers the scenario in which there is indeed clear 
involvement of the creators and/or users in the AI’s functioning, and/or of the authorizers in its 
general use and deployment, but they did not intend to commit any offense through it, they do 
not know about the commission of the crime until it has already happened, nor did they plan or 
participate in any part of it.

In concrete terms, what this model is based upon is the ability of the creators, users 
and/or authorizers to foresee the forthcoming commission of the crime, holding them account-
able insofar as that offense is a natural and probable consequence of that person’s conduct, 
i.e., the creation, use or authorization of the AWS in the first place. Broadly speaking, this 
approach entails lowering the mental element to something similar to recklessness or negli-
gence.319

Traditionally, the natural probable consequence liability is used to impose criminal lia-
bility upon accomplices or negligent perpetrators.320 With regards to the former, the established 
rule stated by courts and commentators is that accomplice liability extends to acts of the perpe-
trator which were a natural and probable consequence321 of a criminal scheme the accomplice 

319		See, e.g., Ohlin, The Combatant’s Stance, supra note 175, at 21-23, see also Mc Dougall, AWS and Account-
ability, supra note 156, at 22. Mc Dougall discusses Ohlin’s ideas mentioning that commanders should be pros-
ecuted on the basis of the doctrine of indirect perpetration. Under article 25(3)(a) of the Rome Statute, individuals 
are held criminally responsible on the basis that they acted through a person, organization or organization-like 
entity that they controlled, such that the perpetrator’s orders, which resulted in the ultimate criminal act, were 
carried out by the organization as a matter of course. Thus, Ohlin considers that the doctrine could be re-oriented 
to “shift the metaphorical language of machine to a literal case of machine liability”. Furthermore, she notes that 
Ohlin adds this complication, equating an AWS with a subordinate solider, to address the possibility that an AWS 
is properly viewed as a culpable agent.

320	 Hallevy, The Criminal Liability of AI, supra note 299, at 184 (2016).
321		United States v. Powell, 929 F.2d 724 (D.C.Cir.1991).
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encouraged or aided.322 This has been widely accepted in accomplice liability statutes and 
recodifications,323 including the Statutes of the ICC and ad hoc tribunals.324

In relation to the latter, the natural probable consequence liability model requires the 
perpetrator to be in a mental state of negligence, not more.325 The creators, users and/or au-
thorizers are not required to know about any forthcoming crime commission as a result of their 
activity, inasmuch as such a commission is a natural probable consequence of their acts.326

A negligent person, in a criminal context, is a person who does not want or know 
about the crime but in a situation where a reasonable person could have known about it since 
the specific crime is a natural probable consequence of that person’s conduct.327 Negligence 
is in fact an awareness omission or a knowledge omission, not of acts.

322		William M. Clark and William L. Marshall, Law of Crimes, 7th ed. At 529 (1967); Francis Bowes Sayre, Criminal 
Responsibility for the Acts of Another, 43 HARV. L. REV. at 689 (1930); People v. Prettyman, 14 Cal.4th 248, 58 
Cal.Rptr.2d 827, 926 P.2d 1013 (1996); Chance v. State, 685 A.2d 351 (Del.1996).

323		Hallevy, The Criminal Liability of AI, supra note 299, at 241-247; see State v. Kaiser, 260 Kan. 235, 918 P.2d 629 
(1996); United States v. Andrews, 75 F.3d 552 (9th Cir.1996).

324		Morten Bergsmo and Carten Stahn (eds.), Quality Control in Preliminary Examination: Volume 2, TOAEP, at 199 
(2018) “[aiding and abetting] has taken on normative acceptance in international criminal law and has been in-
cluded in the Statutes of all the post-Cold War international criminal courts and tribunals… In effect, the mode 
of aiding, abetting and accessorizing also criminalized the conduct of waging war by proxy (where proxy forces 
commit crimes)”.

325		Hallevy, The Criminal Liability of AI, supra note 299, at 183.
326		Id.
327		Robert P. Fine and Gary M. Cohen, Is Criminal Negligence a Defensible Basis for Criminal Liability?, 16 BUFF. L. 

REV. 749 (1966); Herbert L.A. Hart, Negligence, Mens Rea and Criminal Responsibility, OXFORD ESSAYS IN 
JURISPRUDENCE 29 (1961); Donald Stuart, Mens Rea, Negligence and Attempts, [1968] CRIM. L.R. 647 
(1968).

Esta obra forma parte del acervo de la Biblioteca Jurídica Virtual del Instituto de Investigaciones Jurídicas de la UNAM 
https://www.juridicas.unam.mx/ 
https://biblio.juridicas.unam.mx/bjv

https://revistas.juridicas.unam.mx/ Libro completo en 
https://tinyurl.com/bb4zekcj

DR © 2021. Universidad Nacional Autónoma de México, 
Instituto de Investigaciones Jurídicas



97

s
e

r
ie

 o
pi

ni
on

es
 té

cn
ic

as
 s

ob
re

 te
m

as
 d

e 
re

le
va

nc
ia

 n
ac

io
na

l /
 4

1

The natural probable consequence liability model would offer an alternative mode 
of liability for AWS crimes predicated upon negligence when the elements of the underlying 
crimes require a different mens rea.328 The logic behind this is that a reasonable creator, user or 
authorizer could have foreseen the commission of the crime, and therefore had the opportunity 
to prevent it at the origin stage.

When the AWS carries out the actus reus of the crime, the individual in question 
might be considered to be negligent if no crime was deliberately planned, or they might be 
considered fully liable for that specific crime if it derived from another crime that was deliberately 
planned even though it wasn’t part of the original criminal scheme.329

This approach must however be carefully modulated as it can come to resemble 
what is known as strict liability. In some criminal law systems, strict liability exists when a per-
son is liable for committing an action, regardless of what their intent was when committing the 
action.330 The logic behind this is that the perpetrator’s awareness of what they are doing does 
not negate the fact that they nevertheless carried out the conduct in question.331

This concept does bring about some controversy, some scholars oppose it for 
reasons related to the unfairness of a person being held responsible for acts beyond their 
intentions - or lack thereof.332 In any case, strict liability typically results in more lenient pun-

328	 American Law Institute, The Model Penal Code- Official draft and explanatory notes, at 312 (1985); State v. Lin-
scott, 520 A.2d 1067 (Me.1987).

329		Hallevy, The Criminal Liability of AI, supra note 299, at 184-5.
330		See for instance Legal Information Institute, Strict liability, Cornell Law School, available at: <https://www.law.

cornell.edu/wex/strict_liability> accessed 14 March 2021.
331	 In criminal law, possession crimes and statutory rape are both examples of strict liability offenses.
332		Richard G. Singer, The Resurgence of Mens Rea: The Rise and Fall of Strict Criminal Liability, 30(2) Boston Col-

lege Law Review, at 406-408 (1989); R. A. Duff, The Realm of Criminal Law, at 19 (2018).

Esta obra forma parte del acervo de la Biblioteca Jurídica Virtual del Instituto de Investigaciones Jurídicas de la UNAM 
https://www.juridicas.unam.mx/ 
https://biblio.juridicas.unam.mx/bjv

https://revistas.juridicas.unam.mx/ Libro completo en 
https://tinyurl.com/bb4zekcj

DR © 2021. Universidad Nacional Autónoma de México, 
Instituto de Investigaciones Jurídicas



98

s
e

r
ie

 o
pi

ni
on

es
 té

cn
ic

as
 s

ob
re

 te
m

as
 d

e 
re

le
va

nc
ia

 n
ac

io
na

l /
 4

1
ishments than other mentes reae which might mitigate the arguments of perceived unfair-
ness.333

AWS Specific Crime

Given the challenges associated with the aforementioned revisions to command re-
sponsibility and accessorial liability, the author joins other scholars in contemplation of a tai-
lor-made AWS-specific crime, that also focuses on a third group of perpetrators – leaders and 
decision makers. This avenue would of course be complementary to all of the above.

As briefly mentioned above,334 a different kind of solution is to criminalize the introduc-
tion of AWS onto the battlespace on the grounds that they are irresponsible agents.335 In this 
way, it is proposed that the accountability gap could be closed through the construction of a 
crime for the procurement or authorization of the use of AWS.336

Although it would seem that this line of reasoning would be more aimed towards 
strengthening the arguments to prohibit their use rather than finding compatibility with the 
current ICL framework, it is the author’s view that it could provide a workable alternative. This 
would nonetheless be geared more towards a leadership crime, insofar as the perpetrators would 
need to be in such a position to have the authority to make those decisions.

333		Id., at 383; Laurie L. Levenson, Good Faith Defenses: Reshaping Liability Crimes,78 Cornell Law Review, at 404, 
433-4.

334		See above, Perpetration-by-Another.
335		Liu, Refining Responsibility, supra note 163, at 344.
336		Id.
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It is the author’s view that there are two consecutive levels of responsibility derived 
from this approach.

The first level involves the military and/or civilian leaders responsible for procuring and 
fielding these weapons systems.337 These envisioned perpetrators would be accountable in 
the first moment in time, for authorizing the use of AWS regardless of objectively foreseeable 
failures, this includes the weapon review and compliance validation process.338

The second would rather hold accountable the commanders who, after the first 
group of leaders have authorized their use, evaluate the ability of the AWS to perform the tasks 
assigned to it in compliance with IHL and moreover gives the authorization to deploy it for a 
certain operation.339

The above amounts to identifying an “authorizer”, an individual who would be crimi-
nally responsible if they should have been aware of a substantial and unjustifiable risk of harm 
resulting from AWS conduct, and this would be established if, given their circumstances and 
knowledge, their failure to counter this risk constituted a considerable deviation from the stan-
dard of care expected to observe by a reasonable person in the same situation.340

337		Geoffrey S Corn, Autonomous Weapons Systems: Managing the Inevitability of “Taking the Man out of the Loop” 
in Nehal Bhuta et al. (eds.), Autonomous Weapons Systems: Law, Ethics, Policy Cambridge University Press, 
(2016) [hereinafter: Corn, AWS]. Geoffrey Corn refers to it as procurement responsibility, where parallels may be 
drawn between procurement commanders and command responsibility. McDougal, AWS and Accountability 
supra note 156, at 22.

338		Id., at 235.
339		Neha Jain, Autonomous Weapons Systems: New Frameworks for Individual Responsibility in Nehal Bhuta et al. 

(eds.), Autonomous Weapons Systems: Law, Ethics, Policy Cambridge University Press, at 314 (2016) [hereinaf-
ter: Jain, AWS]; see also Ohlin, The Combatant’s Stance, supra note 175, at 28-9. Ohlin argues that defining this 
crime would need to “make clear that the crime is less culpable than the other core crimes of international law”.

340		Id., at 318.
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These approaches can be derived from the Natural Probable Consequence Liability 

Model described above and rely on the argument that the person who approves the overall 
and specific bellicose use of the AWS, would provide a Court more elements to determine 
responsibility for civilian deaths caused by an unpredictable AWS than the person who was 
simply ordered by them to activate the AWS or the programmer who worked on its develop-
ment phase.341

A different set of scholars have counterargued that both these approaches condition 
criminal responsibility on a lack of proper care in the decision to procure or deploy an AWS, and 
thus would not cover the feasible scenario in which all of the relevant assessments about IHL 
compliance are properly made, but given the unpredictable black box features of AWS, civilians 
still die unlawfully.

In this regard, the author notes that according to Article 49 of API, the decisive instant 
for the establishment of criminal accountability is the launching of the attack.342 Therefore, in 
an AWS context, the decisive moment is transposed to the point in time when the human del-
egates potentially lethal decisions to the AWS.343 This conclusion also rises from the mandate 
that belligerents may only choose weapons whose effects they can control.344

If there is a possibility that AWS, on account of various levels of autonomy, will act in 
an unpredictable way, and that unpredictability might result in the commission of crimes, then 

341		Hallevy, The Criminal Liability of AI, supra note 299, at 181-185.
342		API, art. 19(1); see also ICRC, Commentary on the Additional Protocol I to the Geneva Conventions, at 1879-

1882 (1987).
343		 ICRC, Ethics and AWS, supra note 122, at 21.
344		API, art. 51(4) (c).
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it is clear that, upon deployment, the combatant has no meaningful control over the weapon 
since they cannot limit its effects.345

Some scholars purport that as a result of the known unpredictability feature of AWS, 
it is difficult if not impossible to establish mens rea, therefore, diminishing the culpability of the 
individual deploying it.346 Moreover, a notable objection is that this would open the responsibility 
window far too wide thus leading to circumstances in which the operator, commander or pro-
grammer might not be truly culpable.347

However, it is the author’s opinion that this view is rather convenient for those who 
intend to deploy it, and that quite on the contrary, responsibility arises from this very fact as 
there can be no lawful justification to use unpredictable and/or uncontrollable weapons in the 
first place.

If it is to become a popular opinion that the “unpredictability problem” is an irresolvable 
one, this would then lead to only one possible conclusion: that AWS must be prohibited or 
restricted until it is possible to ensure meaningful human control.348

345		However, Schmitt argues that “autonomous weapon systems are not unlawful per se. Their autonomy has no 
direct bearing on the probability they would cause unnecessary suffering or superfluous injury, does not preclude 
them from being directed at combatants and military objectives, and need not result in their having effects that an 
attacker cannot control.”; see Schmitt, AWS and IHL, supra note 29, at 35.

346		See United Kingdom Ministry of Defence, Development, Concepts, and Doctrine Centre, The UK Approach to 
Unmanned Aircraft Systems, JDN 2-11, at 510 (2011).

347		Chengeta, Accountability Gap, supra note 155, at 15; Malik, AWS, supra note 159, at 634; Liu, Refining Respon-
sibility supra note 163, at 326-7; Jain supra note 339, at 303, 320-2; Roff, supra note 44, at 355; Heyns, Report 
on Extrajudicial, Summary or Arbitrary Executions, supra note 148, at 80; Amoroso & Tamburrini, AWS and Mean-
ingful Human Control, supra note 275, at 20-21.

348		Chengeta, Accountability Gap, supra note 155, at 23-7, 50; Beard supra note 159, at 681.

Esta obra forma parte del acervo de la Biblioteca Jurídica Virtual del Instituto de Investigaciones Jurídicas de la UNAM 
https://www.juridicas.unam.mx/ 
https://biblio.juridicas.unam.mx/bjv

https://revistas.juridicas.unam.mx/ Libro completo en 
https://tinyurl.com/bb4zekcj

DR © 2021. Universidad Nacional Autónoma de México, 
Instituto de Investigaciones Jurídicas



102

s
e

r
ie

 o
pi

ni
on

es
 té

cn
ic

as
 s

ob
re

 te
m

as
 d

e 
re

le
va

nc
ia

 n
ac

io
na

l /
 4

1
In the 2014 Convention on Conventional Weapons expert meeting on AWS, the U.S. 

delegation suggested that “Meaningful Human Control” starts from the manufacturing of differ-
ent components of AWS, continues during the programming of software and extends up to 
the final deployment of autonomous weapon systems.349 Thus, there was a suggestion that in 
considering what “Meaningful Human Control” of AWS means, there should be a “capture [of] 
the full range of human activity that takes place in weapon systems development, acquisition, 
fielding and use; including a commander’s or an operator’s judgment to employ a particular 
weapon to achieve a particular effect on a particular battlefield.”350

The notion of control over the weapon is central to the responsibility of the person 
using it and deploying it.351 For there to be meaningful control, programming alone is not suffi-
cient. There is a need for some form of supervision after activation. Such supervision must be 
in real-time. The actions of an AWS must be well within the control of a human combatant who 
approves targets, prevent or abort missions whenever the situation requires.352

In any case, the author can agree with the supporters of these approaches arguing 
that it would —at a minimum— encourage active due diligence353 and in this way address at 
least some of the policy concerns related to the accountability gap, irrespective of how many 
prosecutions can actually be materialized.

349		Closing Statement U.S., The Convention on Certain Conventional Weapons (CCW), Informal Meeting of Experts 
on Lethal Autonomous Weapons Systems (2014), U.S. Delegate closing statement, available at: <http://www.
unog.ch/80256EDD006B8954/%28httpAssets%29/6D6B35C716AD388CC1257CEE004871E3/$file/1019.
MP3> accessed 10 October 2020.

350		Id.
351		See, e.g., Sassóli, Autonomous Weapons and IHL, supra note 52, at 324-25; ICRC, Ethics and AWS, supra note 

122, at 11-13.
352		Sassóli, Autonomous Weapons and IHL, supra note 52, at 323-25.
353		Jain, AWS, supra note 339, at 319; Corn, AWS, supra note 337, at 235, 241. Indeed, Corn suggests that this 

might be ‘the operational Achilles heel that results in the hesitation to pursue [AWS]’.
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Concluding Remarks

Is There Actually an Accountability Gap?

It is noteworthy that there are some scholars who deny altogether the existence 
of such a gap in the status quo, primarily due to a conservative (or arguably, in fact limited) 
understanding on the reaches of AI technology in AWS. They contend that there will always 
be a straightforward connection between any harm done and a human354 according to two 
assumptions.

The first one being, that it is implausible that AWS could ever become truly inde-
pendent from humans,355 and the second, that even if this would be possible, they could only 
be deployed if their use can meet the legality criteria356 and thus ensuring that their actions be 
attributed to a human at all times.357

354		See, e.g., Kelly Cass, Autonomous Weapons and Accountability: Seeking Solutions in the Law of War, 28(3) 
Loyola of Los Angeles Law Review, 1017, 1049-53 (2015).

355		Michael Schmitt has rejected the very possibility of an unpredictable AWS, stating that robots will not ‘go rogue.’ 
Of their own is an invention of Hollywood’. Schmitt, AWS and IHL, supra note 29, at 7; see also Schmitt & Thurn-
her, Out of the Loop, supra note 83.

356		McFarland & McCormack, Mind the Gap, supra note 276, at 195. He considers that using a weapon when it is 
impossible to take sufficient precautions is an illegal act in itself, and if they are taken, there is control bridging any 
accountability gap; Sassóli, Autonomous Weapons and IHL, supra note 52, at 324-5: “I do not think that the pos-
session of autonomous decision-making capacity breaks the causal chain allowing attribution and responsibility, 
because I assume that it is always humans who define how this autonomy will function.”; cf., McDougall, AWS 
and Accountability, supra note 156, at 16-7, she criticizes McFarland views and notes that despite his conclu-
sion, he identified scenarios in which it would not be possible to establish individual criminal responsibility were 
weapons with very high levels of autonomy to be deployed.

357		Charles J Dunlap Jr essentially asserts that AWS could only lawfully be deployed in scenarios that would allow for 
accountability. He says the “belief that there can be no accountability because, in their view, autonomous weap-
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It is the author’s view that the first of these assumptions lacks either information or 

foresight on the exponential growth of technological developments358 and that the second 
relates more to the legality of the weapon per se rather than on the accountability for the con-
sequences of their use. Needless to say, the legality of these weapons is a critical question as 
well, however, its analysis involves different factors and is thus addressed as the subject matter 
of the IHL portion of this study.

In any case, after considering all of the above, it is the author’s view that it is seeming-
ly possible to establish individual criminal accountability in situations where the human is “in or 
on the loop”. This expression refers to the situation in which the human is still in control of both 
the operation and the technology.359

However, the accountability gap occurs when the human is “out of the loop”. This 
scenario entails the deployment of a lethal autonomous system that can either operate in a 
structured environment (such as target identification on the basis of pre-programmed criteria) 
or in an open and unstructured environment (equipped with a degree of learning capacity).360 
In light of this possibility, it is clear that international criminal law must be revised, preferably ex 

ons can act ‘unforeseeably’ is obviously wrong because deploying a weapon that is expected to launch attacks 
‘unforeseeably’ is itself a punishable breach of the responsibilities of commanders, operators, and the nations 
they represent.” Charles J Dunlap Jr, Accountability and Autonomous Weapons: Much Ado about Nothing, 30(1) 
Temple International and Comparative Law Journal at 63, 71 (2016).

358		As Jonathan Tapson has written: “Until we see an AI do the utterly unexpected, we don’t even realise that we had 
a limited view of the possibilities. AIs move effortlessly beyond the limits of human imagination... How do you 
prevent an AI from using such methods when you don’t actually know what its methods are?”; see Jonathan 
Tapson, Google’s Go Victory Shows AI Thinking Can Be Unpredictable, and That’s a Concern, The Conversation 
(18 March 2016) available at: <https://theconversation.com/googles-go-victory-shows-ai-thinking-can-be-un 
predictable- and-thats-a-concern-56209> accessed 11 March 2021.

359		Schmitt & Thurnher, Out of the Loop, supra note 83, at 276-7.
360		ICRC, Ethics and AWS, supra note 122, at 9.
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ante, in the normative domain in order to have preventative effects, otherwise, it will come in the 
form of an ex post facto interpretation in a jurisdictional context.

The author’s personal view is that the first step in closing the accountability gap is 
to hold accountable the leaders who make irresponsible decisions on the development and 
deployment of AWS. This would be the most effective solution as it would ab initio foreclose 
the existence of the gap.

In fact, holding leaders accountable is a well-entrenched international commitment, 
as can be observed by the inclusion of Article 27 of the Rome Statute in 1998 relating to the 
irrelevance of official capacity of a Head of State or Government, a member of a Government or 
parliament, an elected representative or any kind of government official, which shall in no case 
exempt such persons from criminal responsibility under this Statute.

The same undertaking was reiterated in the year 2000 by the UN Security Council in 
Resolution 1329 which emphasized the prosecution of leadership figures for war crimes in the 
context of the ad hoc tribunals.361 In the author’s view, leaders only have two choices, to deploy 
AWS only when meaningful human control can be fully assured or to not authorize their use at 
all. Any other outcome should certainly attract criminal responsibility for them.

Therefore, I encourage every reader to demand that our leaders make the right de-
cision by forestalling authorizations on their unlawful or premature use or deployment, thus 
preventing the crimes from being committed in the first place.

Nevertheless, it is also important to remember that individual criminal responsibil-
ity arises on various levels. Ascribing criminal responsibility to political leadership and other 

361		United Nations Security Council Resolution 1329, U.N. Doc. S/RES/1329 (30 November 2000). Taking note of 
the position expressed by the International Tribunals that civilian, military and paramilitary leaders should be tried 
before them in preference to minor actors.

Esta obra forma parte del acervo de la Biblioteca Jurídica Virtual del Instituto de Investigaciones Jurídicas de la UNAM 
https://www.juridicas.unam.mx/ 
https://biblio.juridicas.unam.mx/bjv

https://revistas.juridicas.unam.mx/ Libro completo en 
https://tinyurl.com/bb4zekcj

DR © 2021. Universidad Nacional Autónoma de México, 
Instituto de Investigaciones Jurídicas



106

s
e

r
ie

 o
pi

ni
on

es
 té

cn
ic

as
 s

ob
re

 te
m

as
 d

e 
re

le
va

nc
ia

 n
ac

io
na

l /
 4

1
high-ranking figures does not preclude the responsibility of the individual or individuals involved 
in the development and/or final deployment of the weapon.362 Even though international courts 
and tribunals concentrate on the “big fish”, as a matter of policy, “small fish” still need prosecu-
tion albeit in national courts.363

As a final reflection, the author shares the five rules that have been developed by prac-
tical ethicists and social theorists who insist on the principle that humans cannot be excused 
from moral responsibility for the design, development or deployment of computing artefacts.364

The rules provide as follows:

Rule 1: The people who design, develop or deploy a computing artefact are morally 
responsible for that artefact, and for the foreseeable effects of that artefact. This responsibility 
is shared with other people who design, develop, deploy or knowingly use the artefact as part 
of a sociotechnical system.

Rule 2: The shared responsibility of computing artefacts is not a zero-sum game. The 
responsibility of an individual is not reduced simply because more people become involved 
in designing, developing, deploying or using the artefact. Instead, a person’s responsibility 

362		See ICTY, Delalić’s Judgment, supra note 244, at 1280. In the ICC context, while complementarity bars the Court 
to prosecute all perpetrators, in domestic jurisdictions the principle of aut dedere aut judicare is still applicable for 
lower-level-perpetrators.

363		Jones & Powles, International Criminal Practice, supra note 199, at 412-14.
364		See Grodzinsky et al., Moral Responsibility for Computing Artifacts, supra note 238. The rules seem to follow a 

suggested notion of strict liability where responsibility is fully acknowledged before an autonomous weapon sys-
tem is deployed; see also Ronald Arkin, The Robot Didn’t Do It, Position Paper for a Workshop on Anticipatory 
Ethics, Responsibility and Artificial Agents, 1 (2013), available at <http://www.cc.gatech.edu/ai/robot-lab/online- 
publications/positionpaperv3.pdf.> accessed 10 March 2021.
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includes being answerable for the behaviors of the artefact and for the artefact’s effects after 
deployment, to the degree to which these effects are reasonably foreseeable by that person.

Rule 3: People who knowingly use a particular computing artefact are morally respon-
sible for that use.

Rule 4: People who knowingly design, develop, deploy or use a computing artefact 
can do so responsibly only when they make a reasonable effort to take into account the soci-
otechnical systems in which the artefact is embedded.

Rule 5: People who design, develop, deploy, promote or evaluate a computing arte-
fact should not explicitly or implicitly deceive users about the artefact or its foreseeable effects, 
or about the sociotechnical systems in which the artefact is embedded.

Even though these are not legally binding rules, the author finds them relevant as they 
include all the relevant elements to serve as guidelines in the construction of a framework that 
can be.
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